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Abstract 

Grading essays in large online classes or predicting the 
quality of a text submission in a crowdsourcing task is chal-
lenging. In this paper we propose a new natural language 
model to predict the quality of natural language responses. 

Introduction   

With the rise of MOOCs automated grading of essays be-

comes a popular topic again (Balfour, 2013). A tool able to 

predict the quality of an essay can also be helpful in pre-

dicting the response quality of a natural language task in 

crowdsourcing. Using crowdsourcing to generate natural 

language data is a common practice (Aras, Krause, Haller, 

& Malaka, 2010) yet ensuring data quality especially for 

more complex tasks is challenging. In this paper we pro-

pose a new natural language model to train regression al-

gorithms to predict the perceived quality of natural lan-

guage responses. We compare our model to nine state of 

the art essay scoring engines. The comparison is done us-

ing eight data sets of student essays from six US States. 

Each sample consists of text and ratings from at least two 

human raters along with a final score. The essays encom-

passed writing assessment items from three grade levels (7, 

8, 10). Six of the eight essay sets were transcribed from 

their original handwritten responses using two transcription 
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vendors. The data set was made public by the Hewlett 

Foundation as part of their Kaggle challenge on Automated 

Essay Scoring. Table 1 gives an overview of the 8 essay 

sets. To compare systems we use Pearson‘s r. We compare 

our model to the results of nine other scoring engines as 

reported by Shermis and Hammer (Shermis & Hamner, 

2012). Our model consists of 113 features. We extract a 

feature vector for each essay in a training set. Each essay 

has a number of associated human ratings. We generate a 

vector for each rating and one vector for the average of all 

human raters. For the first essay set with 1785 entries our 

training set consists of 5,355 samples. Our Random Forrest 

Regressor (Liaw & Wiener, 2002) generated 100 random 

trees per forest using mean squared error as split criterion. 

We calculate Pearson’s r between the average human rat-

ing and our models prediction for the separate test sets. 

Language Model 

We base our linguistic model on a feature set that has pre-

viously been used to investigate writing styles in educa-

tional settings (Kilian, Krause, Runge, & Smeddinck, 

2012; Krause, 2014). We use the following set of features: 

length frequencies (word length, sentence length), emo-

tional content (valence and arousal), language specificity 

frequency, part of speech frequency, and sentence mood. 

We preprocessed all reviews with the NLTK part-of-

speech (POS) tagger (Bird, Klein, & Loper, 2009). We 

then filtered stop words and words not in Wordnet (Miller, 

1995). Wordnet is a natural language tool that provides 

linguistic information on more than 170,000 words in the 

English language. We also lemmatized the remaining 

words to account for different inflections. 

Part of Speech Tag Frequency: For this feature set we 

use the Penn Treebank part of speech tag set. We use pat-

tern.en to extract these tags. We calculate the relative fre-

quency of each tag. Giving a total of 35 features. 

Text length: the first two feature sets we use the frequency 

of number of letters in words and the frequency of number 

of words per sentence. For word length frequency we con-

sidered only those words that have a Wordnet entry and are 

Essay 

Set 

Train 

Samples 

Test  

Samples 

Average 

Words 

Ratings 

per Essay 

1 1785 589 360 2 

2a 1800 600 380 2 

2b 1800 600 380 2 

3 1726 568 110 2 

4 1772 586 94 2 

5 1805 601 122 2 

6 1800 600 153 2 

7 1730 495 171 8 

8 918 304 622 12 

Table 1. Basic statistics of the eight data sets used. 



not stop words. Furthermore we group words longer than 

20 characters in one group so word length frequency gives 

us 20 features. The sentence length was measured includ-

ing all words returned by the POS-tagger. We grouped 

sentences longer than 30 words into one group, so sentence 

length frequency gives us 30 individual features. 

Emotionality: The next two feature sets we looked at were 

valence and arousal. Valence refers to whether a text is 

positive, negative, or neutral, and arousal represents how 

strong the valence is. We use 5 levels of arousal and va-

lence both ranging from 1 to 5 so 10 features total. We 

used pattern.en, a tool based on NLTK, to extract valence 

and arousal. 

Specificity: Another feature set we explored was specifici-

ty, which refers to how specific the words in a text are. We 

measured specificity by determining how deep each word 

appears in the Wordnet structure. Words that are closer to 

the root are more general (e.g. dog) and words deeper in 

the Wordnet structure are more specific (e.g. ). Word depth 

ranges from 1 to 20 (20=most specific). 

Sentence Mood: the last features we considered involves 

looking at moods of sentences. Each sentence was classi-

fied as either indicative (written as if stating a fact), imper-

ative (expressing a command or suggestion), or subjunctive 

(exploring hypothetical situations). We again used pat-

tern.en to extract sentence mood. 

Results 

As Table 1 shows our model consistently outperforms oth-

er essay grading engines on almost every data set in our 

experiment. Figure 1 also illustrates the consistency of our 

model even for scores with minimal training data. As we 

only report initial results we do not yet have a detailed 

analysis of feature importance. However, word specificity 

and sentence mood seem to have a positive effect and are 

also rarely used in other grading engines. Emotionality of a 

text seem to affect the results positively. We speculate that 

the reason for this effect is subjective nature of grading 

essays. Reviewers might prefer a certain style. This style 

includes how positive or negative an essay is written. It 

remains an open question if this also applies to the predic-

tion of response quality in crowdsourcing tasks. 
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H1H2 AIR CMU CTB ETS MI MM PKT PM VL BoM

1 0.73 0.8 0.79 0.71 0.82 0.82 0.66 0.8 0.76 0.8 0.87

2a 0.8 0.68 0.71 0.69 0.74 0.72 0.62 0.7 0.72 0.71 0.9

2b 0.76 0.67 0.64 0.64 0.7 0.71 0.55 0.65 0.69 0.69 0.84

3 0.77 0.72 0.74 0.69 0.72 0.75 0.65 0.66 0.73 0.73 0.83

4 0.85 0.76 0.81 0.76 0.82 0.82 0.68 0.75 0.76 0.8 0.92

5 0.75 0.82 0.81 0.8 0.81 0.84 0.65 0.8 0.78 0.83 0.81

6 0.74 0.76 0.77 0.65 0.77 0.81 0.66 0.75 0.78 0.77 0.81

7 0.72 0.71 0.78 0.75 0.81 0.84 0.58 0.78 0.8 0.82 0.79

8 0.61 0.71 0.66 0.63 0.71 0.73 0.62 0.7 0.68 0.72 0.74

0.748 0.74 0.75 0.7 0.77 0.78 0.63 0.73 0.74 0.76 0.83  

Table 1: Pearson correlation between the nine different grading 

methods and the average score of human raters on the eight data 

sets. Bull-o-Meter(BoM), Vantage Learning (VL), American 

Institutes for Research (AIR), Measurement, Inc. (MI), TELEDIA, 

Carnegie Mellon University (CMU), MetaMetrics (MM), 

McGraw-Hill (CTB), Educational Testing Service (ETS), H1H2 

refers to the average agreement between two human raters. The 

last row shows the average Pearson correlation. 

 

Figure 1: Correlation of our model and two human raters on the 

first data set of the Automated Essay Scoring challenge.  


