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Abstract

Folk theories represent the users’ beliefs of how an AI-driven
system works. Prior research investigated folk theories as a
lens on users’ reasoning about the algorithmically-curated
content of news feeds on social media platforms, primarily
in interview studies and surveys. In this work-in-progress, we
present an interactive interface for the structured capturing
and crowdsourced collection of folk theories at scale.

Introduction
Machine Learning (ML) has become a pervasive influence in
our lives. YouTube, Twitter, and Facebook are examples of
social media websites that use Machine Learning algorithms
to curate, select and present information. Since the oper-
ation of the algorithm is typically opaque, users often de-
velop theories about the algorithm in order to plan or reflect
on their behavior – their folk theories (Eslami et al. 2016;
DeVito et al. 2018). These intuitive theories are mental mod-
els representing the users’ belief of how an opaque system or
algorithm works (Rozenblit and Keil 2002; Jones et al. 2011;
Gelman and Legare 2011). An understanding of an algo-
rithm’s inner workings may contribute to interpretability and
Explainable Artificial Intelligence (XAI), two research areas
that have received much attention in recent years (Biran and
Cotton 2017).

Studying users on social media platforms and their be-
liefs about an opaque algorithm is a difficult problem for
three reasons. First, social media platforms are dynamic in
the sense that users, creators, and the algorithm influence
each other. This dynamic and evolving interrelationship be-
tween the different key actors on the platform makes the
platform difficult to study. Second, folk theories may exist
in a state of explanatory co-existence (Shtulman and Lom-
brozo 2016). A ground truth for folk theories does not exist,
and opposing theories may co-exist between or even within
users. Third, as platforms monopolize and protect their data,
information about the users and their decision process is dif-
ficult to obtain.
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Prior studies investigated folk theories primarily on a
limited scale with costly qualitative methods, such as in-
terviews. Eslami et al. (2016), for instance, interviewed
40 Facebook users, and DeVito et al. (2018) interviewed
28 social media users. We lack insights into the users’ rea-
soning and decision process on a larger scale. Perhaps the
largest investigation to date with 3375 study participants in-
vestigated the news feeds of Facebook and Twitter using
Wiki-surveys (French and Hancock 2017). The Wiki-survey
method elicits preferences in pair-wise comparisons and also
allows respondents to enter their own options. However, the
property of explanatory co-existence of folk theories sug-
gests that eliciting theories via pairwise comparisons may
not be the best choice.

In this research project, we aim to further our understand-
ing of how users form theories of interpreting AI decisions.
We focus our investigation on YouTube, one of the largest
social media websites. We will explore how people on You-
Tube reason about the algorithmic curation of their news
feed and about the creators’ content creation strategies.

Proposed Method
Folk theories should best be captured in their natural context
(Rozenblit and Keil 2002). The question, thus, is how can
folk theories be elicited in situ on the social media platform,
and how should the theories be processed and stored?

Eliciting Folk Theories in situ
To capture the folk theories in situ and at scale, we posit
there could be two methods:

1. Audit studies (Heckman and Siegelman 1993; Sandvig et
al. 2014) are a method to probe an algorithm by eliciting
responses from the algorithm.

2. Annotations: Users could be asked label elements visible
on the screen.

Annotations pose the challenge that not all elements of a
folk theory may be visible on the screen at a time. The algo-
rithm could, for example, suggest a video because a certain
action was taken by the user in the past. Audit studies, on the
other hand, are well-aligned with the microtask paradigm on



many crowdsourcing platforms. They also align with an ac-
tive learning ML approach in which a model of the algorithm
is built piece-by-piece from probing different examples. On
the other hand, due to workers contributing anonymously on
microtask crowdsourcing platforms, audit studies may not
be suitable since it is not possible to retrieve an item from
the worker’s personal news feed.

Abstracting Folk Theories
Capturing folk theories as unstructured natural language
would lead to difficulties with interpreting the collected the-
ories due to different ways of phrasing the theories. French
and Hancock (2017) opted to represent folk theories as
conceptual metaphors. Similarly, Hope et al. (2017) ab-
stracted analogies into schemas, and Kittur et al. (2014) used
schemas to encode sensemaking processes.

In our project, we aim to identify and learn the simplified
structural representations of the collected folk theories from
the data provided by the crowd. Translating the folk theories
into schemas will account for the structural similarity in the
theories.

Capturing Folk Theories with an Interface
In our project, we will iteratively develop an interactive an-
notation interface for the crowdsourced collection of folk
theories at scale. The interface will be available as a Chrome
browser extension and a stand-alone version.

A first prototype of the interface is depicted in Figure 1.
The interface will allow crowd workers and YouTube users
to annotate YouTube’s user interface with their set of folk
theories. Data capture will be enriched with data from other
users, following the model for socially augmented informa-
tion foraging by Kittur et al. (2014).

The interface consists of a sidebar overlaid on top of the
YouTube website. Users can select any video on the left
part of the screen, and enter their theory of why this video
was recommended to them in the sidebar. The interface will
highlight relevant parts of the theories as they are typed, us-
ing parts-of-speech (POS) tagging, named entity recognition
(NER), and information learned from the collected theories
from other users. The folk theory will automatically be clas-
sified, using a suitable classification model, based on the the-
ories collected from other users. Users can optionally assign
the theory to an existing theory schema, or create a new
schema with a simple schematic notation, such as <like-
video>, <search-video>, and <search-topic>. Further, the
user is asked to rate their confidence in the folk theory. The
user can review and manage the list of theories in the inter-
face.

Future Work and Conclusion
The data-driven empirical investigation of users’ folk theo-
ries has potential to shed light on how users reason about
opaque algorithms on social media platforms. Our prototyp-
ical interface aims to capture the users’ reasoning about the
algorithm in situ on the social media platform. The data col-
lection is socially augmented with data and schemas from
other users.

Figure 1: Annotation interface with means for entering folk
theories  for a selected video ¬, detecting the theory ®,
rating the confidence in the theory ¯, assigning the video to
existing theories °, and reviewing a list of theories ±.

As a next step, we will develop a solution for process-
ing the collected theories with Natural Language Processing
(NLP) methods. This includes the selection of a suitable ML
model for classifying the folk theories and detecting the un-
derlying schemas in folk theories.

In future work, the collected schemas could be used to
dynamically learn and generate scaffolds from the user-
provided folk theories to help users provide more useful and
better structured folk theories. The scaffolds should guide
the users in entering their folk theories, but without rigidly
prescribing a schema. Our interface aims to create an aware-
ness about different theories, but also allows users to enter
new schematic representations of folk theories.

An understanding of how users reason about algo-
rithmically-curated content could provide valuable insights
into how web-based systems can be designed for fairness,
accountability, and transparency. These three constituents
contribute towards increased awareness and understanding
of AI decisions, and could be a step stone to support the
formation of trusting social relationships with Artificial In-
telligence.
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