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Abstract

Crowdsourced annotations have become a crucial resource
for training and evaluating machine learning systems. How-
ever, with the increasing complexity of tasks comes a grow-
ing demand for annotations that involve aspects of data in-
herently ambiguous or where humans are uncertain of how to
make judgments. Traditional elicitation methods focuses on
the idea of collecting single precise judgments from each an-
notator, but this can misrepresent the sources of uncertainty—
an individual annotator may be uncertain about an item or
different annotators may disagree. My research will aim to
addresses these problems through two directions: (1) Can
we design novel elicitation mechanisms that can disentangle
ambiguity from disagreement on subjective annotation tasks
where both forms of uncertainty manifest; and (2) Can we
design feedback loops in decision processes that are aware of
human uncertainty and provide targeted solutions to address
it.

Crowdsourcing has been used for a wide variety of tasks
ranging from labelling images to judging toxicity of text.
However, as soon as sufficient annotations are collected, it
becomes apparent that not all annotators will label the same
item in the same way. In fact, on subjective tasks like eval-
uating toxicity, the same annotator may not even agree with
their own past annotations of the same item (Gordon et al.
2021b). A long running challenge in crowdsourced annota-
tion of data has been to understand various factors that con-
tribute to uncertainty in crowdsourced data and reducing the
impact of uncertainty (Aroyo et al. 2019).

One source of uncertainty reflects through disagreement
between various crowd workers. Disagreement can arise
from simple reasons such as random mistakes or fatigue to
complex sources like disagreement on scales or fundamen-
tal differences in mental models. For example, when judging
toxicity of online comments, workers’ diverse backgrounds
may cause them to disagree about whether comments are
toxic or not and what different levels of toxicity entail based
on their description. In addition to disagreement, uncertainty
and inconsistency can also ariss from ambiguity inherent to
the items being annotated. While a worker may be able to tell
an incoherent translation from a perfect one, they might have
trouble deciding whether it’s worse to have bad grammar or
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missing content in a translation. With these varied sources of
uncertainty in mind, we can see that the traditional methods
to elicit huamn judgemtsn—like semantic (Likert) rating—
can often worsen uncertainty, especially if they assume a sin-
gle answer is always possible.

Related Work
There is a growing demand for human annotation in domains
involving ambiguous or subjective examples, largely due to
rapid progress in machine learning. Human rating annota-
tion has been used to create or validate a variety of train-
ing data. For example, in the domains investigating toxic-
ity (Wulczyn, Thain, and Dixon 2017), misinformation and
credibility (Bhuiyan et al. 2020; Mitra and Gilbert 2015),
and emotionally manipulative text (Huffaker et al. 2020). At
the same time, there is also increasing concern for the ro-
bustness of datasets collected (Welty, Paritosh, and Aroyo
2019) and whether nuances like uncertainty are being repre-
sented (Aroyo and Welty 2015).

In the past, many have looked at this problem from a qual-
ity control perspective. Aggregation approaches like major-
ity vote (Snow et al. 2008) or EM (Dawid and Skene 1979;
Whitehill et al. 2009; Welinder et al. 2010) were proposed
early on to account for disagreement as noise. However, as
tasks shifted to more challenging domains, noise became
a less important factor in disagreement compared to gen-
uine divergences in task interpretation. In objective domains,
rubrics (Yuan et al. 2016) and training (such as via gated in-
structions (Liu et al. 2016)) have been proposed as effective
ways to unify understanding, though these methods can re-
quire significant time investment in development. One other
prior line of work, structured labeling (Kulesza et al. 2014;
Chang, Amershi, and Kamar 2017), proposes tools and tech-
niques designed to assist the development of shared under-
standing from the ground up through collaboratively creat-
ing and refining taxonomies.

As a more flexible way to address disagreement, deliber-
ation (Drapeau et al. 2016; Schaekermann et al. 2018; Chen
et al. 2019) through argumentation has also been proposed
in various forms to directly resolve disagreement. However,
deliberation methods can be costly and when uncertainty
arises from ambiguity rather than disagreement, deliberation
may fail to provide benefits.

More recent lines of work are also recognizing the defi-
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Figure 1: Diagram illustrating the main features of
Goldilocks’ range-based annotation process.

ciencies in labels that assume items can be judged with cer-
tainty, proposing instead to use answer distributions in the
form of allowing multiple labels (Jurgens 2013; Dumitra-
che 2015; Dumitrache, Aroyo, and Welty 2018) to capture
the sources of uncertainty rather than attempt to remove it.
Metrics based on inter-annotator agreement have also been
proposed as a way to check the quality and consistency of an
annotation task’s results (Welty, Paritosh, and Aroyo 2019)
which may inform downstream use of the data. Uncertainty
in human annotations has also started to be recoginzed in
model performance evaluation (Gordon et al. 2021a) and
other downstream tasks that make use of increasinly uncer-
tain human judgments.

Research Questions
My research focuses on answering the following research
questions:

• RQ1: How can we achieve better consistency on subjec-
tive annotation tasks?

• RQ2: How can we capture varied source of uncertainty in
an intuitive way?

• RQ3: How can we design human-in-the-loop workflows
that make use of disentangled ambiguity and disagree-
ment to improve consensus and represent diverse perspec-
tives?

Proposed Experiments and Progress So Far
In previous work, we have made some progress exploring
RQ1 and 2 by building a new workflow to improve upon
traditional scalar rating to simultaneously capture disagree-
ment and ambiguity which we have published in CSCW
’21 (Chen, Weld, and Zhang 2021). In the follow up work,
we plan to explore RQ3, looking at how using multi-
dimensional of uncertainty can be used in decision pro-
cesses to improve consensus. We will use data collected
through Goldilocks to evaluate targeted methods to reduce
uncertainty. We will also explore uncertainty-aware ensem-
ble models that can simulate diverse sub-population dis-
agreements rather than providing only a global prediction
that may hide diverse and alternate interpretations.

Figure 2: Preliminary results illustrating the separation of
ambiguity (X-axis) and disagreement (Y-axis) relative to the
average on a word similarity task (WordSim353).

Goldilocks: Consistent Crowdsourced Scalar
Annotations with Relative Uncertainty
Traditional annotation methods lump sources of uncertainty
into a single measurement like inter-annotator agreement.
However this offers limited insight into why a group of an-
notators may be uncertain—is it because the item itself has
multiple ambiguous interpretations, or because the annota-
tors disagree with each other on what the correct evaluation
should be. In Goldilocks we set out to directly elicit where
the uncertainty is coming from by creating a novel interface
that uses a two-step bounding process to elicit an evaluation
of inherent ambiguity from each annotator in the form of a
range (Figure 1). To facilitate this, we also incorporated past
annotations as anchor examples to ground otherwise vague
scales and enable comparisons on otherwise absolute scales.
Annotation experiments conducted with Goldilocks showed
that using our approach does improve consistenty consis-
tency (RQ1) on the more subjective task domains (com-
ment toxicity, food satiety) and that the ranges collected
we collect as a resulte better modelled the sources of un-
certainty producing pairwise comparison distributions that
more closely aligned to ground truth.

Next Steps: Uncertainty Aware Decision Processes
and Models
Following this work, we want to explore whether we can ad-
dress and reduce the uncertainty once we are aware of its
components through an uncertainty-aware decision process.
Figure 2 shows an example where ambiguity and disagree-
ment were separated on a word similarity task similar to
what can be collected through Goldilocks. Here high am-
biguity examples seem to align with words that have mul-
tiple word senses while high disagreement examples align
with different understanding about what it means to be sim-
ilar. By looking at where a word pair falls in the space,
we might choose to apply different interventions—providing
additional context such as using the words in a sentence



when the word senses are ambiguous, or using delibera-
tion to refine how workers reason about establishing whether
words are similar.

To explore this idea, we plan to conduct simulation studies
based on several tasks involving subjectivity. We will col-
lect disentangled uncertainty measurements in the form of
Goldilocks ranges for each item. We plan to then individu-
ally apply separate methods to reduce uncertainty: deliber-
ation, adding context and changing rubrics. If the source of
uncertainty matches the intervention, uncertainty should be
reduced significantly for the instance (reflected through data
points moving in the uncertainty space in respons to inter-
ventions). We will also simulate various decision processes
by buidling hypothetical datasets if they were constructed
through the process to evaluate aspects like efficiency and
cost.

Finally we plan to explore the feasibility of ensemble
models trained over groups of ranges as a possibility to pre-
dict multi-source uncertainty and automate some of these
decision processes on unseen examples. Such a hypothetical
model may also offer improved fairness through the ability
to provide dissenting opinions by itself.
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