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Abstract

Detection of hateful memes depends on semantic understand-
ing of the juxtaposition of short texts over image(s). Indepen-
dently innocent texts or images may become hateful when
they are combined in specific ways, which can be tricky for
people without knowledge of the cultural context to under-
stand. This work presents a new approach to generating ex-
planations that help bridge the cultural gap in understand-
ing hateful memes. Inspired by prior research, a three-stage
crowdsourcing workflow is proposed to guide crowd work-
ers to generate, annotate, and revise explanations of hate-
ful memes. To ensure the quality of explanations, a self-
assessment rubric is designed to evaluate the explanations us-
ing four criteria: target, clarity, explicitness, and utility. We
evaluated the proposed workflow in an online study with 66
participants, compared to a single-stage workflow. The results
showed that the three-stage workflow guided crowds to gener-
ate explanations that meet more criteria than the explanations
generated by a single-stage workflow.

Introduction

The rapid spread of hateful memes has caused serious so-
cial problems, such as exacerbating ethnic tensions (Mathew
et al. 2019; Gelber and McNamara 2016). While great ef-
forts have been made in developing various approaches to
detecting hateful memes automatically (Zhou, Chen, and
Yang 2021; Zhu 2020), we still face tremendous chal-
lenges when dealing with such diverse forms of hate speech.
There is no uniform definition of hate speech (Burnap and
Williams 2015; Baider, Assimakopoulos, and Millar 2017)
and it might be affected by context, semantics, and social
factors. People’s perceptions are also different (Salminen
et al. 2018, 2019). To address these challenges, this work
aims to explore a new approach to improved understanding
and awareness of hateful memes.

Figure 1 shows the proposed three-stage workflow for
generating explanations with crowd workers. First, we de-
sign the Generate-Annotate-Revise workflow, a multi-stage
workflow that breaks a complex explanation task into a se-
ries of micro-tasks. Second, a self-assessment rubric is de-
signed based on the common traits of hate speech. The aim
of the rubric is to allow crowd workers to self-assess whether
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Figure 1: The Generate-Annotate-Revise workflow.

their written explanations meet the criteria in the Generate
and Revise stages.

To evaluate our approach, we deployed the workflow and
conducted an online study on Amazon Mechanical Turk.
The goal of this study is to evaluate the quality of explana-
tion generated by our workflow compared to a single-stage
workflow. The results showed that our workflow generated
explanations that satisfy more criteria than the explanations
generated by a single-stage workflow.

Related Work Recent work has shown that the state-of-
the-art multi-modal hateful meme detections (Lu et al. 2019;
Li et al. 2019) performed worse than humans (69.47% vs.
84.7% accuracy) because the machine learning algorithms
have difficulty identifying hate speech due to its protean
forms. Even human users need to have adequate prior knowl-
edge to determine whether the content is hateful or not.
Laaksonen et al. also showed that labeling hate speech with a
consensus is rather difficult (Laaksonen et al. 2020). Hence,
there is a need to have comprehensible explanations to re-
veal the reason and hidden background information to help
people understand hateful memes.

Prior work has used crowdsourcing workflow to gener-
ate explanations for humorous memes. Lin et al. applied
the linguistic theory into workflow design and created use-
ful explanations for humorous memes (Lin, Huang, and
Hsu 2014). Differing from prior work, this research aims to
generate explanations for specific types of memes—hateful
memes. Due to the high diversity of hateful memes, we need
a more scalable approach to collect explanations. Inspired
by prior crowdsourcing research (Bernstein et al. 2010; Dow
et al. 2012), we proposed a multi-stage workflow with self-
assessment criteria; the criteria are designed based on the
common traits of hate speech extracted from prior litera-



ture (Sellars 2016; Fortuna and Nunes 2018).

Workflow Design

Assessment Rubric Hate speech does not have a univer-
sal definition (Burnap and Williams 2015; Baider, Assi-
makopoulos, and Millar 2017), but most researchers agree
that two main traits are critical: (1) the target group and (2)
the hate content (Sellars 2016; Fortuna and Nunes 2018).
The target group is the primary threshold factor to separate
“hate speech” from any other form of harmful speech (e.g.,
bullying or threats). Hate speech usually targets a group or
an individual related to a group. The content containing ha-
tred is the key to identifying whether the speech is hateful or
not. Also, people intentionally misspell words or use pejora-
tive or metaphors to express hatred (Baider, Assimakopou-
los, and Millar 2017). Such implicit and complicated expres-
sions make it difficult to determine if there is an element of
hatred. To support crowd workers to assess the hate speech,
we used the two common traits of hate speech to design an
assessment rubric. In total, we incorporate four criteria in the
assessment rubric, including target, clarity, explicitness, and
utility. Target is used to check whether an explanation refers
to a target group. Clarity and explicitness are designed to
assess whether an explanation clearly indicates the cause of
hatred and explicitly expresses implicit meaning. Utility is
used to evaluate the overall usefulness of the explanation.

Generate-Annotate-Revise Workflow Our proposed
multi-stage workflow consists of three stages: 1) Generate,
2) Annotate, and 3) Revise.

Stage 1: Generate: The goal of the Generate stage is to
collect original explanations. The task asks workers to read
one hateful meme and generate explanations according to
a given template. The template has two parts: explanation
and background information. The first step is the explana-
tion step (“The meme is hateful because”), the aim of which
is to have crowd workers explain why they think the meme
is hateful. The second step is the background step (“Based
on the information below”). The crowd workers will write
down the background information that justifies their judg-
ment. This information could be in or out of the meme it-
self and therefore helps contextualize the memes by giv-
ing background information. In the end, crowd workers will
self-assess their explanations based on the assessment rubric
and revise the explanations to meet the four criteria.

Stage 2: Annotate: The goal of the Annotate stage is to
examine whether explanations satisfy the assessment criteria
by annotating three components in the given explanations. In
this stage, the crowd workers are asked to annotate the tar-
get groups, unclear areas, and hateful parts by highlighting
words in the explanation. These three different annotations
are indicated by different background colors. In the end,
the workflow integrates all annotations from three distinct
crowd workers and generates an annotated explanation.

Stage 3: Revise: The goal of the Revise stage is to al-
low crowd workers to revise explanations generated by prior
workers toward better quality. This task shows one annotated
explanation from the previous stage. The annotated expla-
nation indicates the target groups in yellow and the points

of the hatred in green. The unclear area in of explanation
is marked with a red squiggly line. The crowd workers are
asked to modify the annotated explanation based on the as-
sessment rubric.

Preliminary Experiment

We conducted an online study to evaluate the effective-
ness of our proposed multi-stage workflow compared to a
single-stage workflow (baseline). For the single-stage work-
flow, we only used the explanation template without a self-
assessment rubric to generate explanations.

We selected 15 memes from Hateful Meme Dataset (Kiela
et al. 2020) and deployed the two workflows on Amazon
Mechanical Turk (MTurk) to generate two types of expla-
nations. In total, 59 crowd workers generated 61 expla-
nations by the multi-stage workflow, and 17 crowd work-
ers generated 60 explanations by the single-stage workflow.
Each worker earned $0.15 for generation, $0.10 for anno-
tation, and $0.20 for revision in the multi-stage workflow;
they earned $0.15 for the generation task in the single-stage
workflow. Eventually, we got 121 explanations.

Results We evaluated these 121 explanations with 66 par-
ticipants on MTurk. Each explanation was rated by three
people on a scale of 1 (poor) to 5 (excellent) for the over-
all quality as well as the four criteria in the assessment
rubric. Each participant earned $0.06 for this evaluation task.
Then, we calculated the inter-coder agreement on the evalu-
ation results to filter the erratic evaluations. Finally, we se-
lected the explanation with a fair agreement score with three
workers (Mean Cohen’s kappa > 0.3), resulting in 25 ex-
planations for multi-stage workflow and 17 explanations for
single-stage workflow. We used the Kruskal-Wallis test to
analyze the data for two types of crowd explanations. The
results showed that there was no significant difference be-
tween the multi-stage workflow and the single-stage work-
flow on the overall rating. However, the explanations gen-
erated by our workflow (M = 2.96, SD = 0.6) meet more
criteria than the explanations generated by the single-stage
workflow (M = 2.19, SD = 1.05), x2 = 5.92,p < 0.05.

Discussion and Conclusion

This paper presents the Generate-Annotate-Revise workflow
to provide explanations for hateful memes. The assessment
rubric, derived from the common traits of hate speech, is
used to guide crowd workers to assess the explanation with
four criteria. Results from the preliminary study showed that
the multi-stage workflow generated explanations that meet
more criteria than explanations generated by the single-stage
workflow. However, it is important to know that the current
results are based on crowd assessments. The high variance of
crowd assessments might be an issue to evaluate the quality
of explanation. Also, we excluded some memes from this
study due to disagreements from multiple workers. There-
fore, our next step is to incorporate experts’ opinions to eval-
uate the explanations generated by our workflow. To push
this work forward, we plan to conduct a series of studies to
investigate how these explanations affect people’s percep-
tions and behaviors.
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