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Abstract

Ontologies are semantic resources essential for systems re-
quiring real-world knowledge. As such, their correctness and
quality are of high importance, and in some cases can only
be achieved with human intervention. In this paper, we pro-
pose a Human Computation (HC) solution for the verification
of ontology restrictions by means of universal and existen-
tial quantifiers and report on a controlled experiment to study
two core task design aspects: (i) the formalism to represent
ontology axioms in the HC task and (2) participant qualifi-
cation testing. We find that visual axiom representation and
prior knowledge of ontology restriction models lead to best
results while prior modeling knowledge reduces the evalua-
tion times. Our findings are of interest to researchers aiming
to use HC for knowledge engineering tasks related to ontolo-
gies or other conceptual structures (e.g., EER diagrams).

1. Introduction
Ontologies are conceptual models that provide a knowledge
representation schema describing concepts of a domain of
interest (Kehagias et al. 2008). They are core to many ad-
vanced intelligent applications (e.g., chatbots) and an inte-
gral component of knowledge graphs. Consequently, ensur-
ing that ontologies are correct and of high quality is crucial,
yet it cannot be entirely achieved with automated methods:
several quality aspects can only be tested by human involve-
ment (Villalón and Pérez 2016).

One particular verification task that requires a human-in-
the-loop is the evaluation of ontology restrictions through
the usage of universal and existential quantifiers. Several
studies (Villalón and Pérez 2016) (Rector et al. 2004) (War-
ren et al. 2019) have indicated that the use of these quanti-
fiers is not trivial, which leads to ontology defects. For in-
stance, the axiom “A ProteinLoversPizza is any Pizza that
has only Meat toppings” includes the universal restriction
and can be satisfied by the following cases: (a) instances of
ProteinLoversPizza have one or more Meat toppings and no
other toppings; (b) instances of ProteinLoversPizza have no
toppings at all. Often case (b), the trivial satisfaction of the
universal restriction, is not intended. This is an issue since
modeling the axiom as above results in classifying the Pro-
teinLoversPizza as VegetarianPizza in a classification sys-
tem (Rector et al. 2004).

Human Computation & Crowdsourcing (HC&C) is a

promising approach to outsource ontology verification tasks
to human participants and has already been applied success-
fully for several such tasks (Sabou et al. 2018). As the ver-
ification of ontology restrictions has not yet been addressed
with HC, in this paper: (1) we propose an HC-based solution
for the verification of ontology quantifiers (Section 2) and
(2) we investigate the effects of two essential task design as-
pects (axiom representation formalism, participant qualifica-
tion testing) on task performance. Results from a controlled
experiments involving junior ontology engineers confirms
that visual axiom representation leads to superior perfor-
mance and that participants with prior modeling knowledge
are faster (Sections 3 and 4).

2. Task Design
The task design for verifying ontology restrictions relies on
splitting the complex problem of evaluating an ontology into
smaller verification tasks focused on a single ontology rela-
tion at a time. Prerequisite for the task is the extraction of
all existential and universal restrictions from the ontology
and their grouping on the same relation forming ontology
axioms. Each such axiom represents a small ontology that
fully describes a specific relation and can be evaluated inde-
pendently from the rest of the axioms.

Figure 1: Example of a Human Intelligence Task (HIT) for
the verification of ontology restrictions.

Each HC task (Fig. 1) depicts a real-world representa-
tion of an entity (1 in Fig. 1) and (2) the corresponding
restriction-based ontology axiom (Model). The model can



be represented in different formalisms: (a) Rector (Rector
et al. 2004) - a textual formalism using some and only as
keywords to represent the restrictions, (b) Warren (Warren
et al. 2019) - an alternative paraphrasing using the keywords
at least one and no other than and (c) the graphical repre-
sentation VOWL1. Defect types typical to the usage of the
restrictions are identified and organized into a defect tax-
onomy to be used for guiding workers through the tasks and
shifting their focus to possible mistakes. The evaluator’s role
is to decide whether the axiom model correctly describes the
context entity and if not to select a defect type from a num-
ber of possible defects (3 in Fig. 1). Workers can also leave
free-text comments (4) and inspect relevant instructions (5).

3. Experiment Design
We conducted a controlled experiment, following (Wohlin
et al. 2012), to investigate the results which can be achieved
with the proposed task design and to test the following
hypotheses related to task design:

H1: The formalism in which axioms are represented
influences the performance and speed of the contributors.
H2: Prior modeling knowledge has positive influence on the
performance and speed of the contributors.

Experimental data was derived from the Pizza Ontology2,
a well known, good quality educational ontology in which
we seeded defects manually. In total, our dataset contained
15 incorrect and 15 correct axioms. For the evaluation pop-
ulation, we relied on 88 students participating in an intro-
ductory lecture on ontology modeling, thus enabling estab-
lishing a controlled setting.

Figure 2: Overview of the experiment workflow.

The experiment setup (Fig. 2) consisted of three major
stages. First, in a Pre-study phase student qualification re-
lated to ontology modeling topics was assessed both subjec-
tively (self-assessment questionnaire) and objectively (qual-
ification test). The qualification test consisted in nine in-
creasingly complex modeling tasks and allowed classifying
students into three expertise categories (little/some/expert
knowledge) based on their performance. This test is one of
the contributions of our work, since we are not aware of any
previous works that attempted to assess an knowledge en-
gineering expertise level in an objective way. A tutorial on
data from a related domain concluded the pre-study phase.

1http://vowl.visualdataweb.org/v2/
2https://protege.stanford.edu/ontologies/pizza/pizza.owl

Second, during the experiment, students were separated
into groups and the data was split into 3 sets. Each group
saw the same axiom sets in the same order, however, in a dif-
ferent formalism. For instance, group A started with the first
10 axioms in the Rector formalism, while group B saw those
axioms in VOWL. This set-up allowed for a comparison be-
tween representations and their influence on the results.

Third, a feedback questionnaire concluded the study.

4. Experimental Results
Analysis of the experimental data showed that high accu-
racy (percentage of correct judgements) of crowdsourced
judgments can be achieved using the proposed HC task both
for textual and graphical model representations. Related to
hypothesis H1, Fig. 3 (a) shows for each representational
formalism the average percentage of correct responses per
HIT and the average verification time per HIT. The verifi-
cations performed in the graphical formalism VOWL have
slightly higher accuracy (94%) and the average time (54s)
needed for evaluating an axiom is lower than in the textual
representations. However, the results of a one-way ANOVA
test showed no statistical significance of the result differ-
ences between the representations. Nevertheless, based on
students’ feedback, over 70% of the participants preferred
working with VOWL (Fig. 3 (b)).

Figure 3: Verification results based on the representational
formalism of ontology axioms.

Related to hypothesis H2, we used Pearson product-
moment correlation to investigate the effect of prior mod-
eling knowledge on the verification results. We report that
prior knowledge of ontology restriction modeling positively
influenced the verification results (correlation coefficient:
0.35; p-value 0.0009353) while prior modeling knowledge
reduced the time needed for performing the verification
tasks (correlation coefficient: -0.22; p-value: 0.03989).

To conclude, we proposed a HC task design for evalu-
ating ontology restrictions and evaluated it in a controlled
experiment showing (1) a high accuracy of results of over
90%; (2) that visual axiom representations are beneficial for
performance and preferred for their usability; (3) that it is
possible to objectively establish modeling qualification as
an indicator of performance. Additionally, our experiment
had a positive educational value for the students as a hands-
on complement of theoretical lectures. Therefore, we plan a
family of experiments associated with our lectures both as
an educational tool and a way to investigate additional on-
tology verification tasks and design alternatives.
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