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Abstract

Natural language models have become powerful tools for
generating natural-sounding texts. The widespread interest
in this technology has produced language models and tools
that are available to the public. In the hands of “malicious
workers,” language models could be used to exploit tasks on
crowdsourcing platforms for financial gains. This raises con-
cerns about the potential impact of automated answer genera-
tion on the quality, reliability, and validity of data collected on
crowdsourcing platforms, and on the future of crowdsourcing
in general. In this work-in-progress, we present our efforts of
studying related concerns among researchers in the crowd-
sourcing and human computation community.

Technological advances in the area of Machine Learning
(ML) and Natural Language Processing (NLP) make it pos-
sible to generate natural-sounding text given little (few-shot)
or no (zero-shot) examples as input. The availability and us-
ability of natural language models has improved in recent
years. Today, language models, such as , such as BERT,
GPT-2, and GPT-Neo, are available as open source and can
be executed with only a few lines of programming code.

Powerful natural language models will inevitably find
their way into the toolkit of “malicious” crowd workers who
exploit this technology for illicit uses. Malicious workers
are “workers with ulterior motives, who either simply sab-
otage a task or try to quickly attain task completion for
monetary gains” (Gadiraju et al. 2015). Malicious workers
are likely to leave “untrustworthy” and “dishonest answers”
that are either random, artificially generated, or copied from
another source (Difallah, Demartini, and Cudré-Mauroux
2012; Gadiraju et al. 2015).

In the hands of malicious workers, the use of automated
or semi-automated tools for answering tasks is a concern
for requesters and a threat to the quality of data collected
on crowdsourcing platforms as well as the research field of
crowdsourcing and human computation as a whole. Crowd-
sourcing platforms are marketplaces for subjective human
insights and judgments exercised by crowd workers in “Hu-
man Intelligence Tasks” (HITs). Whether in the form of fully
automated “bots” or as semi-automated tools for completing
tasks, automation and Natural Language Generation (NLG)
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could significantly impact the validity of subjective human
insight data collected on crowdsourcing platforms. There is
a clear need to discuss, monitor, and study illicit use of au-
tomation technology on crowdsourcing platforms.

In mid-2018, a blog post by Bai (2018) on the quality
of MTurk data created some attention in news media and
academia. Bai (2018) reported “bot-like” responses from
crowd workers with similar geographic coordinates and sus-
pected fraudulent use of technology on MTurk. Bai’s con-
cerns were picked up by news media (e.g., Dreyfuss (2018);
Stokel-Walker (2018)) and received some attention from
other researchers in blog posts (Ryan 2018; Moss 2018; Lit-
man 2018) and a limited set of scientific publications (e.g.,
Chmielewski and Kucker (2020)).

Yet, the research field of crowdsourcing and human com-
putation has paid little attention to this emerging issue. Since
the source-agnostic conclusions from Moss (2018) and Lit-
man (2018) three years ago, interest among researchers
into investigating the use of automation tools and NLG on
crowdsourcing platforms seemingly has ebbed off.

Possible Reasons for the Low Interest Among
Researchers and Practitioners in the Field of

Crowdsourcing and Human Computation
We speculate and enumerate possible reasons for the low
interest in studying the workers’ potential use of natural lan-
guage generation tools on crowdsourcing platforms:

• Difficulty of the task: Detecting synthetically generated
texts is a hard problem. Humans may be deceived by
language models, and cases have been reported in the
media of how texts generated with GPT-3 successfully
made readers believe that the texts originated from hu-
man writers (Hao 2020). While output detector models
exist (Gehrmann, Strobelt, and Rush 2019; Solaiman et al.
2019), their accuracy ranges between 72% and 88%. Out-
put detectors additionally are affected by the short length
of text collected in microtasks on crowdsourcing plat-
forms which compounds the problem of successfully de-
tecting synthetic texts. Further, research in this space is
likely to contribute to a “race for arms” and a “game of
cat and mouse” between malicious crowd workers and re-
questers (Solaiman et al. 2019). The investigation of nat-
ural language generation on crowdsourcing platforms is



therefore riddled with many challenges, and may simply
be too difficult of a problem for researchers to tackle.

• Size of the task: An investigation of natural language
generation on crowdsourcing platforms will likely require
a large data set. The financial resources needed for such
a data collection campaign may exceed the financial re-
sources of a single institution.

• Unawareness: MTurk is perused by requesters from
different disciplines, including non-technical disciplines.
Researchers may simply be oblivious of the possibility for
using automated tools on crowdsourcing platforms.

• Trust in the platform: Prolific1 (a crowdsourcing plat-
form for recruiting study participants) has stated that there
is “[no] evidence of [...] bot-like accounts” on their plat-
form and that “several processes [are] in place to prevent
these types of accounts” (Bradley 2018). Requesters may
regard such statements as signals for placing trust in the
platform providers to sort out the problem (if there is one).

• Platform policies and privacy concerns: The Accept-
able Use Policy of MTurk prohibits the collection of
“personally identifiable information” (Amazon Mechan-
ical Turk 2018). However, most of the approaches for de-
tecting automation rely on the IP address for investigating
the co-location of workers (e.g., (Bai 2018; Ryan 2018;
Ahler, Roush, and Sood 2019; Moss 2018; Dennis, Good-
son, and Pearson 2020)). While this may be standard prac-
tice for many researchers (and part of the default set of
metadata collected on survey software, such as Qualtrics),
it is a violation of MTurk’s Acceptable Use Policy.

• “End of an era” effect: Researchers in the field of crowd-
sourcing may already be aware of issues related to data
quality. Researchers may be refraining from problematiz-
ing and investigating this issue, because it could be dis-
ruptive to their own field of research and the way they
conduct their research.

• “The calm before the storm”: Researchers may be qui-
etly sitting back, waiting for other researchers to take a
lead. Another strategy may be to consistently gather data
to monitor and accumulate enough data on the issue. This
longitudinal approach would require time to become pub-
lished in the scientific literature.

• Inertia of scientific publishing: Investigations of the
mid-2018 incident (and other related studies) did not
make it through peer review, yet. For instance, the paper
by Dennis, Goodson, and Pearson (2020) on the use of
Virtual Private Servers (VPS) took almost three years to
be accepted in a journal.
We acknowledge that this may not be a complete list, and

while the authors are familiar with the literature on crowd-
sourcing, we may not be aware of all studies on the subject.

Survey of Requesters
In this section, we present our ongoing efforts of clarifying
why researchers are not more interested in studying automa-
tion, as well as identifying concerns among researchers in
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crowdsourcing about the use of technology for answering
tasks on crowdsourcing platforms. We also inquire about the
future of crowdsourcing and human computation in light of
the technological developments in ML and NLG.

Survey Design and Participant Recruitment
We created a survey on Google Forms targeting requesters:

https://forms.gle/wznMxVavCmA4z3sN8

Participation is anonymous and the survey does not store
personal data (besides basic demographics). The survey con-
sists of 14 items of which two items are open-ended: “What
do you think about automated answer generation (semi-
automatic or fully-automatic with ’bots’) on crowdsourcing
platforms?” and “Where do you see the future of crowd-
sourcing in light of advances in machine learning and the
increased availability of tools for natural language genera-
tion?” We also inquire whether researchers are currently or
should be in the future concerned about answers being gen-
erated on crowdsourcing platforms (on a five-point anchored
Likert scale from ‘Not At All’ to ‘Extremely’). The survey
includes items to judge the crowdsourcing expertise of the
participant (on a scale that is familiar to many participants
from peer review systems, such as PCS2).

Reaching requesters is a challenge, especially since many
researchers are busy and still affected by COVID-19 mea-
sures in their countries. We decided on an “opt-in” approach
as a gentle and politically correct way of recruiting partic-
ipants. The call for participation was published in online
communities related to crowdsourcing and human compu-
tation. We will next publish it in relevant mailing lists.

Preliminary Survey Results
As the study is ongoing and researchers are still invited
to participate, we can only report preliminary results. The
limited number of responses (N = 6; four experts, two
with passing knowledge) mentioned that automated answers
could lead to bias and cause harm, and that automated an-
swer generation needs to be “detected as much as possible.”
The participants were moderately to extremely concerned
about artificial answer generation. About potential reasons
why this topic has not found its way into the scientific lit-
erature, the two leading answers were unawareness of re-
searchers and inertia in publishing.

Conclusion
Methods and tools for generating natural-sounding answers
to crowdsourcing tasks are bound to find their way into
the toolkit of “malicious” crowd workers on crowdsourcing
platforms. The technological advances in the area of natural
language generation highlight the need for: analyzing and
monitoring the extent of the use of automated means for an-
swering questions on crowdsourcing platforms, and the de-
velopment of reliable measures for collecting and analyzing
this information for a good purpose.
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