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Abstract
Obtaining high-quality results for a fixed set of classification
tasks with a limited budget is a critical issue in crowdsourc-
ing. The introduction of AI models to complement the pro-
cess should be explored. However, there are few existing ap-
proaches to directly address the problem; existing approaches
have been proposed in the context of how to train AI models
using noisy crowdsourced data. This paper presents a more
direct approach for solving the problem of introducing AI to
improve the results of human workers for a fixed number of
tasks with a limited budget; we deal with an AI model as
a co-worker and aggregates the results of both human and
AI workers. The proposed “Human-AI EM” (HAEM) al-
gorithm, which extends the Dawid-Skene model, deals with
AI models as co-workers, and explicitly computes their con-
fusion matrices to derive higher-quality aggregation results.
We conducted an extensive set of experiments and compared
HAEM with two methods (MBEM and Dawid-Skene model).
We found that AI-powered HAEM shows better performance
than the Dawid-Skene Model in most cases and that it shows
better performance than MBEM when the AI model does not
show very good performance.

Introduction
Obtaining high-quality results for a fixed set of classifi-
cation tasks with a limited budget is a critical issue in
crowdsourcing because they can be malicious or low-skilled,
and required in a wide range of applications. A main-
stream approach for obtaining high-quality classification la-
bels from non-expert workers is to apply aggregation tech-
niques (Dawid and Skene 1979). However, such techniques
are often difficult to apply with a low budget, since they need
to assign duplicate tasks to many human workers.

Although an approach worth exploring is the introduction
of AI models to complement the process, few existing ap-
proaches directly address the problem; existing approaches
have been proposed in the context of how to train AI mod-
els using noisy crowdsourced data. For example, attempts
have been made to obtain better training data by using AI
predictions for adaptively aggregating crowd worker results
(Khetan, Lipton, and Anandkumar 2017).

This paper presents a more direct approach for solving the
problem of introducing AI to improve the results of human
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Figure 1: Our proposed method: HAEM

workers for a fixed number of tasks with a limited budget
(Figure 1). We introduce an AI model that serves as a co-
worker, assign adequate tasks to human workers as long as
the budget allows, and aggregate the results of both human
and AI workers. We propose “Human-AI EM” (HAEM)
algorithm, which extends the Dawid-Skene model (Dawid
and Skene 1979), deals with AI models as co-workers and
explicitly computes their skills to derive higher-quality ag-
gregation results.

The contributions of this study are as follows. First, this
paper applies a novel AI-powered approach to the practical
problem. Second, we present HAEM, which is an EM al-
gorithm based on a natural extension of the Dawid-Skene
model that deals with relevant variables; it incorporates AI’s
task result prediction and task features as observed vari-
ables and the AI’s skill and the AI parameter as latent ones.
Third, we conducted an extensive set of experiments with
two datasets, two data sizes, two worker models, and two
AI models, and compared HAEM with the Dawid-Skene
model with only human workers and the state-of-the-art
model (Khetan, Lipton, and Anandkumar 2017) for training
AI with noisy human labels (MBEM). We found that AI-
powered HAEM shows better performance than the Dawid-
Skene Model in most cases and that it shows better perfor-
mance than MBEM when the AI model does not show very
good performance. This justifies our approach that deals
with human and AI workers.
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Figure 2: Graphical model of HAEM. Shaded circles indi-
cate the observed random variables, white circles indicate
the latent random variables, and small black circles indi-
cate the observed variables. α,β, θ,π are the parameters of
HAEM.

Proposed Method: HAEM
Input and Output. We are givenm human workers, a set of
n tasks, a set K of classification labels, and the task results
given by the workers, denoted by Zij . Here, Zij ∈ K is the
label that a worker provided for task i in j-th redundancy.
We require that each task Xi∈[n] be completed by at least
two distinct workers. Then, we want to accurately estimate
the true label {Yi}i∈[n] for each task. We assume that we
have an ML-based AI worker behind this problem that works
as another human worker.
Our Model. The graphical model of HAEM is shown in Fig-
ure 2. We estimate the hidden true labels of each task and
the parameters of the model based on the EM algorithm. In
this algorithm, we maximize the probability of observing the
labels of human workers Z = {Zij}i∈[n],j∈[r], and predic-
tions of AI workers fθ(X) = {fθ(Xi)}i∈[n], while estimat-
ing the distribution of hidden true labels Y = {Yi}i∈[n],
and the model parameters Θ := {α,β, θ,π}, where α =

{α(a)
ks }k∈K,s∈K,a∈[m] is the confusion matrices of human

workers, which is the probability that the a-th human worker
provides label s ∈ K for the task ground truth label k ∈ K,
β = {βks}k∈K,s∈K is the confusion matrix of AI worker, θ
is parameters of the AI worker, and π is the marginal distri-
bution of the labels.

In the proposed algorithm, we iteratively estimate the
probability distribution of the hidden true labels q(Y)
and the model parameters Θ, which maximizes the log-
likelihood of the observed random variables Z and fθ(X).
Estimating the optimal proposed distribution q(Y) is called
E-step, and estimating the optimal parameters Θ is called
M-step.
Procedure. First, we initialize the posterior distribution of
the true labels using weighted majority vote. We set pos-
terior distribution of the hidden true labels q(Y) using
weighted majority vote to train the AI worker and estimate
θ̂, let the AI worker predict on all samples, and initialize the
posterior distribution of the true labels using weighted ma-
jority vote from human workers’ label and prediction of the

Table 1: The accuracies of EM, MBEM(ResNet),
HAEM(ResNet), MBEM(AlexNet), and HAEM(AlexNet).

Task CIFAR-10 Tiny ImageNet
Size 50K 5K 5K

Worker Synthesized Real
EM 0.543 0.625 0.732

MBEM(ResNet) 0.614 0.636 0.7088
HAEM(ResNet) 0.628 0.653 0.7376

MBEM(AlexNet) 0.843 0.598 0.7176
HAEM(AlexNet) 0.815 0.801 0.7492

AI worker.
In M-step, we train the AI worker and estimate θ̂, let the

AI worker predict on all samples, estimate the AI worker
confusion matrix β̂, estimate human workers confusion ma-
trices α̂, and estimate marginal distribution π̂. In E-step, we
estimate the distribution of the hidden true labels q(Y). We
repeat two steps (M-step and E-step) for T times.

Experiment
Tasks, Workers, and AI Workers. We used CIFAR-10
(Krizhevsky, Hinton et al. 2009) and Tiny ImageNet (Le and
Yang 2015) as tasks. It has large data (a total of n = 50K
images) and small data (n = 5K) in CIFAR-10, and has
only small data (n = 5K) in Tiny ImageNet. All images be-
long to 10 classes. We used two worker models: (1) Synthe-
sized worker model and (2) Real worker model taken from
Amazon Mechanical Turk (AMT) as workers. In synthe-
sized worker model, each worker is either a hammer (always
correct) with probability 0.6 or a spammer (chooses labels
uniformly at random). We assign each task to r = 2 workers
and set m = 200. We emplpy ResNet-18 (He et al. 2016)
and AlexNet (Krizhevsky, Sutskever, and Hinton 2012) as
AI workers. We set T = 2.
Result. We compare our method with the Dawid-Skene
model with only human workers and the state-of-the-art
model (Khetan, Lipton, and Anandkumar 2017) for train-
ing AI with noisy human labels (MBEM) in several settings.
In Table 1, we plotted accuracies. All accuracies show the
average for three times. We found that AI-powered HAEM
shows better performance than the Dawid-Skene Model in
most cases and that it shows better performance than MBEM
when the AI model does not show very good performance.
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