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Abstract

Crowdsourcing allows running simple human intelligence
tasks on a large crowd of workers, enabling solving prob-
lems for which it is difficult to formulate an algorithm or
train a machine learning model in reasonable time. One of
such problems is data clustering by an under-specified crite-
rion that is simple for humans, but difficult for machines. In
this demonstration paper, we build a crowdsourced system for
image clustering and release its code under a free license at
https://github.com/Toloka/crowdclustering. Our experiments
on two different image datasets, dresses from Zalando’s FEI-
DEGGER and shoes from the Toloka Shoes Dataset, confirm
that one can yield meaningful clusters with no machine learn-
ing algorithms purely with crowdsourcing.

Introduction
Clustering is the task of grouping objects in such a way that
objects in the same group (called a cluster) are more similar
to each other than to those in other groups (Rokach and Mai-
mon 2005). This is important process in machine learning
and arises in many applications, such as text (Jain and Bhat-
tacharjee 1992) and image (Coleman and Andrews 1979)
segmentation, data mining (Judd, McKinley, and Jain 1998)
and pattern recognition (Hamerly and Elkan 2002). In most
cases, clustering is unsupervised task (Grira, Crucianu, and
Boujemaa 2004) and it requires knowing the distances be-
tween objects (Jain, Murty, and Flynn 1999). However, the
distances are often unknown, or clustering rules cannot be
clearly defined (Ben Ayed, Ben Halima, and Alimi 2014).
Crowdsourcing may help to cope with these problems as
such tasks often are trivial for humans (Yuen, King, and Le-
ung 2011). It is known that people can apply their life expe-
rience to solve creative tasks (Kittur 2010), such as toxicity
detection (Aroyo et al. 2019), relative rankings (Luon, Aper-
jis, and Huberman 2011), fashion recommendation (Burton
et al. 2012), etc.

Although a proper use of crowdsourcing requires a care-
ful task design and quality control setup, recent studies
show that it can approximate the distance function be-
tween the objects using crowd judgments (Yi et al. 2012;
Chen et al. 2018; Chang, Kittur, and Hahn 2016). Some of
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Figure 1: Clustering Task. The worker uses a color palette to
highlight similar objects with same color; similar to Gomes
et al. (2011).

these papers are theoretical (Mazumdar and Saha 2017; Ra-
man and Varshney 2017), evaluate performance on synthetic
datasets (Korlakai Vinayak and Hassibi 2016), or require
a prohibitively large number of human tasks to converge
(Green Larsen, Mitzenmacher, and Tsourakakis 2020).

In this demonstration paper, we build a system for clus-
tering with crowds, and evaluate it with crowds without in-
volving any machine learning algorithms. We run our ex-
periments on Toloka with two real world datasets, dresses
from Zalando’s FEIDEGGER (Lefakis, Akbik, and Vollgraf
2018) and shoes from the Toloka Shoes Dataset (Drutsa
et al. 2020), and confirm the reproducibility of this method.
Also, we release the source code of the built hybrid human-
computer system under a free license. We picked the clus-
tering by style task as it is difficult to formalize as an algo-
rithm, yet the task itself is relatively easy for humans: each
of us can tell whether the style of clothes is similar or not.

Task Design and Worker Selection
To cluster objects, it is necessary to know how similar they
are to each other; in the classical formulation, the pairwise
matrix of distances is given. If the matrix is not known, it
can trivially be approximated with crowds by running a pair-
wise comparison of all object pairs (Green Larsen, Mitzen-
macher, and Tsourakakis 2020). Unfortunately, it generates
O(N2) tasks for N objects, which is very expensive, i.e.,



Figure 2: Evaluation Task. The worker has to select the
artificially-inserted intruder element (no. 6); similar to
Chang et al. (2009).

1000 objects would require roughly 500,000 comparisons,
quickly impacting the annotation budget. Hence, there is a
need for a task sampling method that is sufficient to divide
the objects into meaningful groups as cheaply as possible.

Object Sampling. For clustering, we used the approach
proposed by Gomes et al. (2011). For each task, we show M
objects and ask the crowd workers to assign a color to each
group from the color palette. During prototyping, we found
that the optimal choice of M is between 3 and 8 as clus-
tering a large number of objects seems to require additional
concentration from the workers, resulting in mistakes, such
as failing to color all similar object with the same color. In
our setup, every task is completed by three different workers.
We sampled each object for V = log2 N × logM N times to
gather enough information on inter- and intra-relationships
of the objects, allowing us to approximate the clustering.

Worker Training. Before starting, workers have to pass a
training and a qualification test. The training consists of five
pages of tasks, each have more pictures and requires more
complex actions than the previous one. Starting with two im-
ages on the page and a step-by-step guide and ending with
six pictures with more complex instructions. In the training
and exam, workers receive a numerical skill value equals to
their fraction of correct responses. Only those who achieved
the skill value of at least 80 get access to the next step. Train-
ing tasks are obvious to everyone, so attentive workers do
everything right, and we filter out those who did not under-
stand the task at all. An example of an obvious task is “label
all the high-heeled shoes with red color from palette”.

Task Design. The task is formulated as Group the objects
by labeling similar ones using color palette, and its inter-
face is shown in Figure 1. Workers should choose one color
and label similar images with it, then choose another color
and make another group, etc. Since each item is completely
unique, the workers are told not to pay attention to the small
details when grouping clothes, but to look at the style as a
whole. There is a brief instruction on each page with the
main points that should be kept in mind during grouping.

Figure 3: Cluster visualization produced by the Crowdclus-
tering method; dots are objects, colors are clusters.

Clustering with Crowds
Since we have a sparse dataset of noisy labels for the objects,
we need a special aggregation method to recover the clus-
ters. For this, we applied and re-implemented using Python
a probabilistic model called Crowdclustering (Gomes et al.
2011). This approach represents the objects as points in Eu-
clidean space and also allows each worker to group objects
by any attribute (e.g. color, material, shape) and works with
these groups called atomic clusters. Then, atomic clusters
are assembled into resulting clusters, the number of which
is not a fixed hyper-parameter.

Quality Evaluation
Having annotated and aggregated the clusters, we evalu-
ate the quality of them using an approach called Intruders
(Chang et al. 2009). For each cluster, we sample from an-
other cluster a random incorrect object called an intruder.
Then, we run another crowdsourcing task, in which we ask
the workers to select the out-of-style object (Figure 2). The
clustering quality is a fraction of times the workers selected
the intruder correctly. The quality is considered the better,
the more often the workers choose this obviously incorrect
object.

We ran the experiments on FEIDEGGER and Toloka
Shoes in the same above-described configuration, visualiza-
tion of result is shown in Figure 3. We found that for the
2000 dress images in FEIDEGGER the quality is 0.83, and
for the 87 shoes images in Toloka Shoes Dataset the quality
is 0.88.

Conclusion
We found that crowdsourcing allows to obtain a reasonable
clustering of objects even when distances between the ob-
jects could not be measured at all. It allows using a human-
understandable textual instruction instead of metric learning,
while being more cost-efficient than the entire distance ma-
trix annotation. We release a Python implementation of the
pipeline at https://github.com/Toloka/crowdclustering.
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