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Abstract

Building a natural language dataset requires caution since
word semantics is vulnerable to subtle text change or the
definition of the annotated concept. Such a tendency can
be seen in generative tasks like question-answering and dia-
logue generation and also in tasks that create a categorization-
based corpus, like topic classification or sentiment analysis.
Open-domain conversations involve two or more crowdwork-
ers freely conversing about any topic, and collecting such data
is particularly difficult for two reasons: 1) the dataset should
be “crafted” rather than “obtained” due to privacy concerns,
and 2) paid creation of such dialogues may differ from how
crowdworkers behave in real-world settings. In this study, we
tackle these issues when creating a large-scale open-domain
persona dialogue corpus, where persona implies that the con-
versation is performed by several actors with a fixed persona
and user-side workers from an unspecified crowd.

Introduction
Creating a dialogue dataset with two or more participants
is a challenging process because a successful conversation
between two participants requires several conditions, such
as checking for common ground (Stalnaker 2002), forming
rapport (Cassell, Gill, and Tepper 2007), and aligning com-
munication style (Tannen et al. 2005). The construction be-
comes much more complicated when it comes to an open
domain dialogue without a specific topic since the partici-
pants’ common ground and interests usually differ, leading
to rapid termination of the conversation.

It is difficult to use strategies adopted in task-oriented di-
alogues such as manual-based conversation (Wizard-of-Oz)
(Wen et al. 2017) or self-play (Shah et al. 2018). Manuals
may not cover the variety of topics that can appear in open-
domain dialogues (Godfrey, Holliman, and McDaniel 1992;
Li et al. 2017; Zhang et al. 2018), and self-play may face the
limitations of content and naturalness. This inevitably calls
for the participation of multiple speakers in the construction
of open-domain dialogues (Dinan et al. 2019; Rashkin et al.
2019; Roller et al. 2021; Xu, Szlam, and Weston 2021).
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Our Study
Our study focuses on creating a large-scale, open-domain
persona dialogue dataset, guaranteeing a safe and non-
superficial conversation between the participants. Our study
is three-fold:

Setting We first assume the setting in which persona par-
ticipants talk with user participants (Zhang et al. 2018;
Roller et al. 2020) and where users first initiate the con-
versation, given the detail of persona profiles. We prepare
conversation guidelines for both sides, with more obligation
and the leading role assigned to the persona side. Persona
participants should go through an interview to be hired as an
actor and participate in the conversation.

Collection After all the settings, we advertise among the
worker community of a crowdsourcing platform to recruit
user participants who are interested in talking with actors.
Conversations are initiated with the users’ message, and
a web application is constructed to let participants have a
conversation–and at the same time to allow the manager of
the crowdsourcing platform to check on conversations for
persona-user moderation.

Analysis After collecting each conversation, we let the
participants fill out a survey form that asks about their sat-
isfaction with the conversation, along with details including
fun, friendliness, and connectedness. We also interview with
the actors and the moderator to identify their thoughts about
the conversation procedure, where they felt fun or experi-
enced difficulties. This process provides supporting details
for our strategy and makes our scheme sustainable.

Project Flow
The overall project flow is shown in Figure 1. Three stake-
holders appear namely researchers who make up persona
and user conversation guideline, a platform (moderator)
that recruits actors and workers and instruct them to conduct
persona dialogues, and the participants who are engaged
in the construction. Users initiate all the conversations, and
some conversations between actors and workers are halted
after the report & reject process; otherwise, the reward is
given after the survey.

Before starting the conversation, workers are informed of
the instructions and prepare the dialogue by being famil-



Figure 1: The overall flow of the proposed construction method. Here, actors denote participants regarding persona, and workers
indicate who perform user. Specific setting of the profile is required only for actors, while conversations are initiated by workers.

iar with the introduction of the persona. The conversation is
started by saying hello, and such greetings are recommended
to reflect the characteristics of each persona, not just a sim-
ple greeting.

The conversation continues over 15 turns. For each turn,
which consists of the worker and the actor’s words, one’s
sentence continues until the other side chats. Such chatting
is considered a single sentence regardless of the number of
lines of text (which equals the number of enters that are
pressed).

The worker terminates the conversation if they decide to
quit the dialogue. Sometimes the actor terminates the dia-
logue if they feel fatigued or eeriness from talking with the
worker. Both sides have to finish the survey after each di-
alogue. Workers get rewarded if they complete the survey
form. The whole project ends if the actors reach the number
of dialogues assigned to each, about 300 per persona.

Discussion
With above settings and collection schemes, we aim to show
that our strategy helps make up a large-scale, open-domain
persona dialogue corpus with a small group of actors and
crowd-user participants, providing both groups with a satis-
factory experience in a talk-to-earn paradigm.

RQ 1: What should be considered in accommodating the
construction of a successful dialogue dataset?

Organizing persona dialogue differs a lot from usual con-
versations. Especially when the persona is assigned only to
actors (and workers initiate the conversation), it is crucial to
handle unexpected and unwanted situations that may make
actors embarrassed or annoying.

RQ 2: What is the role of the moderator in large-scale di-
alogue dataset construction?

The usual role of moderators in natural language dataset
construction is understanding the researchers’ tasks and ed-
ucating workers, while moderating conflicts and managing

finance. In other (linguistic) annotation tasks, adjusting to
the above role may lead to a successful project. However,
the moderator in large-scale dialogue dataset construction
may have to be concerned about the conflict between par-
ticipants since dialogues inevitably involve the interaction
between more than two individuals.

RQ 3: Will the above considerations help reach an in-
tended construction process and output? Will they guaran-
tee the satisfactory experience of workers, at the same time
preserving diverse persona characteristics in the corpus?

First, from topic clustering (Van der Maaten and Hinton
2008), we could see that hiring the persona actors with a spe-
cific profile and letting them have a dialogue with various
users can guarantee diversity of conversation topics. Next,
from the few-shot learning example (Brown et al. 2020; Kim
et al. 2021), we could check that the persona information can
be encoded in the response generation process of the per-
sona side, implying the utility of the constructed dataset in
the nowadays prompting paradigm. Turning to worker ex-
perience, it was discerned from the survey results that the
conversation being fun and the worker being in youth yields
the attractiveness of the counterpart, and the experience of
open chatting leads the counterpart to feel engagingness.

Conclusion
In this paper, we have proposed a construction scheme for
a large-scale persona dialogue dataset, accompanying the
building process, crowdworker interviews, and experiments
for validation. We suggested three research questions with
our findings, confirming that our approach can answer unan-
swered areas regarding participants’ struggles, moderators’
roles, and the output product’s appreciation and evalua-
tion. We hope our research can make a footstep to facilitat-
ing study on successful and worker-centric corpus building,
which can bring satisfactory experience for all the stakehold-
ers that participate in the project.
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