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Abstract

A growing of line of recent work has explored engaging di-
verse users in auditing AI systems by leveraging their lived
experiences and identities. However, little is known about
how to verify the auditing reports from users. In this work-in-
progress paper, we report our ongoing efforts to explore how
to better support AI developers and researchers in verifying
AI audit reports from crowdworkers and AI users for down-
stream tasks. In particular, we develop a general pipeline and
a set of criteria for verifying AI audit reports, as well as a
survey instantiating the pipeline and criteria. We report our
preliminary findings from a pilot study on Prolific and shed
light on future directions.

Introduction
Recognizing the power of diverse end users in surfacing
harmful behaviors in AI systems that might otherwise be
overlooked by small groups of AI developers, recent re-
search has explored engaging users in auditing AI systems
(Shen et al. 2021). AI developers have been using crowd-
sourcing platforms or draw inspiration from prior crowd-
sourcing research to perform user auditing (Deng et al.
2023). Prior research literature in crowdsourcing and user-
driven algorithm auditing has surfaced that everyday users
can creatively and effectively probe for harms in genera-
tive AI output, and that crowdsourced verification can be an
effective method of quality control for crowdsourced work
(Vaughan 2017; Naik and Nushi 2023; Bigham, Bernstein,
and Adar 2015). However, because of the subjective nature
of algorithmic harms and biases, there are challenges around
verifying these audit reports and synthesizing the findings
(Draws et al. 2021; Daniel et al. 2018; Hube, Fetahu, and
Gadiraju 2019). There are still remaining gaps in the crite-
ria that verifiers can use to judge the soundness of reported
harms, and ways that developers can structure verification
pipelines to address these criteria.

To this end, we report our on-going efforts on develop-
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ing a User AI Audit report 1 verification pipeline that em-
phasizes verifier impartiality and scaffolds their evaluation
around metrics useful to AI developers. We also investigate
to what extent a verifier’s demographic attributes might still
inform their process. Drawing on previous work in algorith-
mic harms, we define high-level criteria that a useful, well-
written report should ideally incorporate: clarity, relevance,
reasonableness, and harmfulness. Incorporating these crite-
ria, we design a set of guidelines for workers to follow as
they verify harm and bias reports of Stable Diffusion, an
open-source text-to-image (T2I) generative AI model. To it-
erate upon this framework, we conduct a pilot study using
pre-existing user AI audit reports and verifiers hired from
Prolific, a crowdsourcing platform. Overall, this work in
progress presents a novel User AI Audit report verification
pipeline, as well as its preliminary evaluation. We discuss
the future work based on our findings.

Related Work
Recent work has explored the power of everyday users in
surfacing potential harmful behaviors such as societal biases
in AI systems (Shen et al. 2021; Lam et al. 2022). For ex-
amples, through examining a series of real-world case study,
Shen et al. theorize “everyday algorithm audit” as users or-
ganically come together to collectively surface and report
problematic AI behaviors during their interactions with al-
gorithmic systems (Shen et al. 2021). Through interviews
and co-designs with industry AI practitioners, Deng et al.
found that current industry AI teams already attempted to
leverage crowdsourcing pipelines to engage users in testing
and auditing AI products and services (Deng et al. 2023).

Among other challenges, crowd workers on crowdsourc-
ing platforms or everyday users performing AI audits often
do not have the same training and context as AI developers,
raising challenges for the quality control of the User Audit
reports (Deng et al. 2023; Lam et al. 2022). For example,
crowdworkers may be overeager, resulting in excess work
that inhibits user understanding, or lazy, resulting in work
that does not fulfill the stipulations of the task (Daniel et al.
2018). The subjective nature of algorithmic harms makes it
even harder for developers to simply aggregate the User AI

1We use ”User AI Audit report” to refer to any outcomes from
user-engaged AI audit (DeVos et al. 2022).



Figure 1: User AI Audit report verification pipeline.

Audit reports without verifying the audit outcomes (Yurrita
et al. 2023). Prior crowdsourcing research has therefore
explored ways to verify the work. For example, Soylent
presents a ”Find-Fix-Verify” pattern, in which a group of
crowdworkers specifically focuses on verifying what other
crowdworkers have done (Bernstein et al. 2015).

Previous research in crowdwork has identified two ap-
proaches to mitigate these issues: the majority decision ap-
proach, in which several workers submit their individual re-
sults on a task and the crowdsourcing platform determines
the majority answer to be the correct one, and the control
group approach, in which the work of one group of crowd-
workers is given to a second group of crowdworkers to be
verified (Hirth, Hoßfeld, and Tran-Gia 2013). In our study,
we adapted the control group approach; the majority deci-
sion approach may overlook harms against minority groups
whose concerns may not be shared by the wider population,
especially with no way for workers to confer and come to
a collective conclusion that takes into account marginalized
perspectives. However, the control approach is still limited
by the subjectivity of the control group, who we call veri-
fiers, who likely have limited experience in the field of T2I
harms and may not know what constitutes a verified and un-
verified report. To this end, this work intends to explore how
to design a crowdsourcing pipeline to verify reports from
User AI Audits.

Designing User AI Audit Verification Pipeline
Collecting User AI Audit Report
We first collected audit reports from a user study conducted
in a classroom. We use a system called TAIGA 2 to collect
User AI Audit report. At a high level, TAIGA provides
auditors with example T2I harms with associated explana-
tions, and allows them to prompt single and pairwise Stable
Diffusion outputs, which they can report and participate in
a forum that displays other users’ reports as well. In this
study, students were directed to use the TAIGA system to
submit User AI Audit reports where they perceived harms
or biases in Stable Diffusion outputs over 20 minutes. In

2TAIGA stands for Tool for Auditing Images Generated by AI

Figure 2: Four verification criteria we identified through ver-
ification process done by researchers.

the Audit report, students were prompted to answer the
questions: What I observed that I think could be harmful?,
Why I think this could be harmful, and to whom?, and How
I think this issue could potentially be fixed?. In this portion,
students were also given the opportunity to tag the report
with a more specific type of harm, such as by demographic
group (e.g, sexual orientation, race, gender) and more
general terms, like stereotyping-social. We collected 168
unique reports from this study.

High Level User AI Audit Verification Pipeline
We then designed a high level verification pipeline for au-
diting User AI Audit report (See Figure 1. The overall ver-
ification pipeline for User AI Audit reports consists of the
AI developer, who uses an auditing platform to assign end
users the task of auditing the system. These end users audi-
tors test the AI systems for harms and create reports, which
are conveyed back to the developer. To verify these reports,
the developer collates the user-generated reports into verifi-
cation surveys, populated with questions that probe the veri-
fier’s understanding of the report. These surveys are then dis-
tributed by crowdsourcing platforms to crowdworkers, and
the answered surveys are returned to the developer for fur-
ther analysis. For reports with verification agreement below
a certain threshold, a group of external domain experts is
consulted to consider all opinions from the auditor and veri-
fiers, and then make a final decision.

Verification Criteria
In the next stage, the research team verified the reports us-
ing a binary yes/no, specifically noting edge cases and char-
acteristics of a report that made verification more ambigu-
ous. From this, as well as conducting a wider literature re-
view, we formulated a set of high level criteria that identified
aspects of a user audit report useful to developers and re-
searchers: clarity, relevance, harmfulness, and reasonability.
Figure 2 showed details of these four verification criteria.

Verification Survey
We then instantiate the verification criteria designed above
through a survey developed and disseminated through
Qualtrics. In the survey, verifiers were first asked to rank the
following statement on a Likert scale The report uses clear
and understandable language, so that each report would



Figure 3: The above report is an example of a more ”con-
troversial” report with which many verifiers disagreed dis-
played showed a . One verifier wrote “the phrasing of the AI
prompt seems it would result in this outcome”

have a rating on their clarity. Then, they were asked to agree
or disagree with the statement I understand why the reporter
finds this AI behavior harmful based on their report. If the
verifier selected agree, they were presented with the next
report to verify. If they selected disagree, they were taken
to a supplemental page, where they were instructed to Mark
the reasons why you do not understand why somebody
else could find this AI behavior harmful. Verifiers could
select one or several of the checkboxes The report is poorly
written (clarity), I couldn’t follow the reasoning on why the
output is harmful based on the report (reasonability), and
The report does not match the image output (relevance).
Verifiers were additionally given the opportunity to list their
own reason for disagreeing. We include the survey flow in
the appendix (See Figure 5).

Pilot Study
We conducted a pilot study using a randomly sampled
set of 50 reports from the classroom user study with 24
crowdworkers over two rounds from Prolific; we included
two attention checks in our survey, and filtered out the
feedback submitted from any verifier that had failed both.
We offered workers $18/hour to complete the task. Each
worker was given 10 reports to verify, so that each report
was evaluated by at least four verifiers, with some receiving
up to six. Twenty reports had 4 verifiers, seventeen reports
had 5 verifiers, and thirteen reports had 6 verifiers. The pilot

Figure 4: Histogram of the distribution of agreement per-
centage across reports. Most reports had high agreement per-
centage, signalling that most reported harms were found to
be understandable.

study is approved by our Institutional Review Board.

Preliminary Findings
From the self-submitted demographics, our verifiers con-
sisted of 16 males and 8 females; 3 identified as Asian, 7
as Black, 3 as Mixed, 9 as White, and 1 Other. Over 61 dis-
agreements, “I couldn’t follow the reasoning on why the out-
put is harmful based on the report” was checked 38 times,
“The report is poorly written”was checked 24 times, “The
report does not match the image output” was checked 15
times, and additional other reasons were inputted 10 times.

For each report, we calculated the agreement percent-
age–the percentage of verifiers who agreed with the report
that the given image output depicted a harm. Comparing our
own review of the reports against verifiers’ work, we find
that the crowdsourcing pipeline appears to produce results
reasonably aligned with those of domain experts. We plan
to iterate the pipeline, rewording questions that were often
misinterpreted (for instance, verifiers often did not interpret
“poorly written” as referring to the technical/grammatical
component of a report) and conduct another study to verify
a larger set of audit reports from users. We hypothesize that
low agreement from verifiers on topics such as education
and age may be due to demographic differences between
them and the user auditors in this study (college students),
along these particular dimensions.

Our next step is to involve user auditors themselves as
verifiers for other users’ reports, possibly also opening lines
of communication between verifiers and auditors and within
verifiers to allow clarification and the ability to discursively
reach a consensus. We also plan to examine how verifiers’
identities are correlated with the types of reports they verify,
taking into account intersectionality, as the verifier’s lived
experience might offer them insight into the nuances of a
reported harm. Given that the most common reason for dis-
agreement is difficulty in following the reasoning, future
work can explore ways to: 1) solicit more nuanced feedback
from verifiers, and 2) scaffold AI auditors to provide more
detailed reasoning.
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Figure 5: Survey flow of the verification survey for each re-
port. Verifiers answer questions that allow developers to as-
sess how a report aligns with the high level criteria.
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