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ABSTRACT
Leveraging collective intelligence and combining several decisions
into a single one can outperform individual judgments in many
domains. Additionally, distinguishing between high-performing
and low-performing individuals can further boost accuracy and
is especially important in high-stake contexts. In binary decision
problems it has been shown that decision similarity to others is a
predictor of accuracy and can be used to identify high performers
even if no actual track record of performance is available. Here
we apply and generalize this approach to open-ended medical di-
agnostics where diagnoses are given in the form of free-text, and
incomplete rankings of varying length. We show that selecting de-
cision makers based on prior decision similarity to others increases
the average accuracy of both individual and collective diagnoses.

CCS CONCEPTS
• Information systems→ Similarity measures; Rank aggrega-
tion; • Applied computing→ Health informatics; • Human-
centered computing → Collaborative and social computing.
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1 INTRODUCTION
Across a range of domains it has been shown that aggregating
the independent judgments of multiple decision makers can sub-
stantially boost decision accuracy. In medical decision making this
has been found both in binary decision making and open-ended
diagnostic tasks [4, 6]. Another way to increase the quality of a
diagnosis is to select only the most competent physicians to be
part of the decision-making process. One straight forward way for
doing this is on the basis of past performance [2, 7]. However, this
information might not always be available, for example because the
accuracy of a given diagnosis is only revealed after a longer time
period or because past performance of medical professionals might
not be recorded or available due to privacy regulation. Therefore,
an alternative is to rely on proxies of accuracy instead to identify
high-performing individuals.

It has recently been shown in the context of binary decision
making that decision similarity can act as a predictor of accuracy,
provided that average individual accuracy surpasses chance [5].
Herewe investigate the potential of leveraging decision similarity in
the domain of open-ended medical diagnostics where the structure

of a given diagnosis is significantly more complicated than in binary
choice problems. In the following we first describe the dataset
that provides the empirical basis for our study. We then define the
metrics for performance and similarity between given diagnoses.
Next, we test whether similarity predicts performance and how it
can be leveraged to increase diagnostic accuracy. Our results show
that decision similarity can be used to identify high-performing
individuals and groups; leading to an increase in performance of
both individuals and groups.

2 DATA & METHOD
The empirical basis for this work is a large dataset from the Hu-
man Diagnosis Project (HDX), previously analyzed in [6]. HDX is
an online collaborative platform for medical professionals which
allows medical experts to submit and solve patient cases. These
cases are reviewed by an expert panel and published only if they
meet certain quality criteria. They consist of patient information
including symptoms, medical records and clinical findings. Users
from around the world can register on the platform, review case
details and provide diagnoses. Users can enter diagnoses either as
free text or select from a medical term catalog, and can enter one
or several ordered diagnoses.

For our analyses, we use 1,333 medical cases each of which was
solved by 10 users. There was substantial variation in the number
of solves per user, ranging from users solving several hundred cases
while others solved only a single case. In order to make the (open-
ended) diagnoses of users comparable and identifiable we follow
the preprocessing NLP steps described in [6]. This allows us to
map free-text diagnoses to concepts (and their unique ids) in the
Systematized Nomenclature of Medicine Clinical Terms (SNOMED
CT) [3]. SNOMED CT is a comprehensive clinical terminology and
coding system to standardize the representation of medical concepts
and support accurate communication of clinical information in
healthcare.

To quantify the individual accuracy of users, we use the mean
reciprocal rank [8] which is a well-established performance metric
in the field of information retrieval
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where 𝐶 corresponds to the set of cases the metric is evaluated on
and 𝑟𝑖 is the rank of the correct answer in the given diagnosis for
case 𝑖 .
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To calculate the similarity between two rankings 𝐿 with length 𝑙
and 𝑆 with length 𝑠 , 𝑙 ≥ 𝑠 , we use the extrapolated rank bias overlap
[9]:

𝑅𝐵𝑂𝑒𝑥𝑡 (𝐿, 𝑆, 𝑝) =
1 − 𝑝

𝑝

(
𝑙∑︁

𝑑=1

𝑋𝑑

𝑑
𝑝𝑑 +

𝑙∑︁
𝑑=𝑠+1

𝑋𝑠 (𝑑 − 𝑠)
𝑠𝑑

)
+

(
𝑋𝑙 − 𝑋𝑠

𝑙
+ 𝑋𝑠

𝑠

)
𝑝𝑙

(2)

where 𝑋𝑑 = |𝐿:𝑑 ∩ 𝑆:𝑑 | is the size of the overlap of the rankings 𝐿
and 𝑆 up to depths 𝑑 , and 𝑝 is a hyper-parameter that determines
to which extend higher ranked items have more weight in the
similarity score. We set 𝑝 = 0.5 (main results were similar for the
range 0.1 < 𝑝 < 0.8). 𝑅𝐵𝑂𝑒𝑥𝑡 has several properties that make it
suitable for our problem: it is top-weighted, it handles non-conjoint
and incomplete rankings, it can be applied to rankings of different
lengths and it is bounded to values between 0 and 1.

3 RESULTS
We start by testing the correlation between decision similarity and
accuracy. We only included users who solved more than 5 cases in
order to have a robust estimate of a user’s decision similarity and
performance in terms of diagnostic accuracy. First, we calculated the
similarity for each given diagnosis by a user (i.e., a single diagnosis
or ranked list of diagnoses), by comparing it to all other diagnoses
given to the same case using equation 2. To get an overall estimate
of a user’s decision similarity we averaged over all cases a user
had solved. Next, we calculated each user’s MRR. Figure 1 shows
that an individual’s decision similarity strongly correlated with
their accuracy (Pearson correlation 𝑟𝑝 = 0.68, p-value< 0.001). This
suggests that we can identify high-performing individuals via their
record of past decision similarity, even if no information about the
correct diagnosis or their actual diagnostic accuracy is known.

Figure 1: An individual’s decision similarity to others
strongly correlates with their accuracy (i.e., MRR; Pearson
correlation 𝑟𝑝 = 0.68, p-value< 0.001) .

Next, we studied if we can use this insight to produce more accu-
racy crowds. It has been shown in [6] that aggregating diagnoses of
several users into a collective diagnosis improves accuracy and this
effect increases with increasing group size. Here we test whether
we can leverage decision similarity to select high-performing indi-
viduals and sub-groups to increase diagnostic accuracy even fur-
ther; or since the time of medical professionals is valuable and
cost-intensive whether we could reach a certain level of accuracy
with fewer diagnosticians in the group. To this end, we employed
a leave-one-out analysis: for each case we calculated the average
decision similarity of a solver on all other cases that solver had
solved (i.e., not including the focal case). In a similar way, to mimic
past performance, we calculated the prior MRR of a solver for a
particular case on all other cases that user had solved. For users
that had solved fewer than 5 other cases, we assumed the median
of all other solvers instead, since these were too few data points for
a reliable estimate.

To simulate groups and determine their collective diagnosis we
followed the procedures described in [6]. To form a collective diag-
nosis we first scored diseases according to their ranks in the indi-
vidual diagnoses using a 1/𝑟𝑎𝑛𝑘 scoring rule. We then aggregated
the scores across all individuals in the group and sorted according
to the score, resulting in a collective ranking on the group level.
We compared three ways of selecting crowd members: 1) by ran-
dom selection as done in [6], 2) by prior performance, i.e. selecting
the users with the largest MRR, and 3) by selecting users with the
highest decision similarity to others. Figure 2 shows how accuracy
increased with group size for each of the three selection procedures.
Selection by prior performance via MRR increased the diagnostic
accuracy significantly both for individuals and subgroups. Interest-
ingly, selection by prior decision similarity to others also increased
the diagnostic accuracy significantly and almost to the same degree
as selection via prior performance.

Figure 2: Accuracy improves as the size of the group con-
tributing to the collective diagnosis increases. Accuracy also
increases significantly if group members are selected based
on prior performance or prior decision similarity.
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Finally, we investigated how case difficulty affected potential
accuracy improvements when aggregating diagnoses via the differ-
ent selection mechanisms. To determine the difficulty of a case, we
calculated the average individual accuracy for that case (i.e., based
on the reciprocal rank of the correct diagnosis of 10 individual
solves). Figure 3 shows how accuracy improvements (i.e., collective
minus average individual accuracy) changed with case difficulty for
a simulated group size of 3. The greatest accuracy improvements
are observed for moderately difficult cases. Very hard cases gain
little from aggregation. Likewise, very easy cases gain little, which
is most likely a ceiling effect because of the very high average indi-
vidual accuracy for these cases. Comparing the different selection
rules, we observe that selections based on prior performance and
decision similarity amplify the overall tendencies of the plurality
rule. Interestingly, there is no region of case difficulty for which
the aggregation is expected to (on average) lead to lower collective
performance, as is typically found in binary decision making where
aggregation leads to poorer performance when average individual
accuracy drops below 0.5 (so-called wicked environments).

Figure 3: The relationship between case difficulty (i.e., aver-
age individual accuracy of a case) and the improvement of a
crowd of size three as compared to individual accuracy, for
different selection rules.

4 DISCUSSION
In this study we found a strong correlation between decision simi-
larity to others and diagnostic accuracy in the domain of medical
decision making where diagnoses where given in the form of open-
ended rankings. Building on this, we utilized decision similarity as a
tool to identify and select high-performing individuals and groups.
This approach significantly improved individual and collective di-
agnostic accuracy compared to randomly-selected individuals and
groups. Accuracy improvements were most pronounced for cases
of intermediate difficulty. Importantly, there was no region of case
difficulty for which the collective aggregation led on average to
lower diagnostic accuracy, which is a known pattern in difficult

binary problems (also called wicked cases) where the majority is
wrong.

In real-world settings increasing diagnostic accuracy can save
lives. Both, a collective intelligence approach, but also the selection
of physicians based on past decision similarity show great potential
in this regard. The time of medical professionals is, however, valu-
able, scarce and costly. While collective intelligence approaches tie
up the resources of several professionals, selecting practitioners
based on prior decision similarity can lead to a a more optimal
allocation of professionals to patient cases. This seems particularly
important for the increasingly relevant practice of online medi-
cal consultation via digital services and apps, a development that
was accelerated through the challenge of social distancing which
emerged during the Covid-19 pandemic [1].

One limitation of this study is the fact that cases were curated
by HDX and as such might not be representative of real-world
scenarios. Furthermore, the number of cases solved by individual
users varied significantly, so that the number of data points under-
lying estimates for decision similarity and accuracy on the user
level also varied. However, this variation in the data can also be
regarded as a feature of the dataset and it is a promising result that
the selection based on users’ decision similarity yielded significant
accuracy increases regardless. In future work we plan to employ a
methodological approach based on hierarchical Bayesian models
to more accurately account for the variation in the number of data
points on the user level.
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