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Abstract 

The discourse around conversational agents has become very 
prominent in 2023, with ChatGPT and LLMs taking the world by 
storm. However, the question remains of how to make value-
aligned conversational agents. This paper takes a domain-specific 
examination, looking at value alignment for a democratic dis-
course. We analyze conversational agents, their use for delibera-
tion, and how to design a conversational agent for deliberative pur-
poses. The paper delves into a literature review while comparing 
theories like deliberative democracy and agonistic pluralism to 
gain insights into the properties of deliberation. Lastly, it presents 
some theoretical and technical of designing such conversational 
agents for deliberative purposes.  

 Introduction  
Our aim is to build a value-aligned conversational agent for 
deliberation. To do so, we need to first analyze the domain 
of democratic discourse from where most theory on deliber-
ation is written and from where we can base the conversa-
tional agent’s design properties. As such, the paper will give 
a short introduction to conversational agents before analyz-
ing deliberative democracy and its criticisms. We will then 
look more closely at the properties of deliberation and their 
role for the conversational agent. The paper will end by 
looking at some theoretical and technical challenges with 
creating a conversational agent for value explication. 

Language models have taken over the imagination of 
what AI is and have stimulated interest in ethical questions 
about what an AI-supported future could bring. Ethical co-
nundrums with language models and conversational agents 
have prompted thinking on aligning conversational agents 
with human values (Weidinger et al. 2021; Kasirzadeh and 
Gabriel 2023). Recent research by Kasirzadeh and Gabriel 
(2023) has looked at the way language models may require 
different norms for different discursive ideals to be success-
ful in different domains. One domain analyzed is the roles 
of conversational agents in democratic discourse. Here, the 
authors speculate how a conversational agent can assist in 
deliberation between members of the public and the role of 
the conversational agent in this scenario (Kasirzadeh and 
Gabriel 2023). We build on this scenario in our research. 
Traditionally, deliberation is aimed toward consensus, with 
understanding between participants being a means to this 
end (Estlund and Landemore 2018). Our goal is slightly dif-
ferent as it is the explication of participants’ values. Our goal 
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is to build a conversational agent that assists participants in 
deliberation to reflect or explicate their values.  

Our research questions are below:  
RQ1. How can we use models of deliberation to build a 
more effective conversational agent for deliberative pur-
poses? 
RQ2. How can current conversational agent architecture 
help us in answering the above research question? 

Conversational Agents 
Conversational agents are programs that are designed to 
communicate with users using natural language (Jurafsky 
and Martin 2023). These are traditionally separated into two 
groups, task-oriented dialogue systems and chatbots (Juraf-
sky and Martin 2023). Task-oriented dialogue systems are 
systems like Siri and Alexa, and customer service applica-
tions, while chatbots are systems like ChatGPT and Bard 
from Google. The former use conversations with their users 
to help them complete tasks, while the latter mimic conver-
sations between humans (Jurafsky and Martin 2023). The 
latter are often used for entertainment purposes but can be 
used for making task-oriented agents sound more natural 
(Jurafsky and Martin 2023). Recently, generative models 
have come to the fore with applications such as ChatGPT 
and LaMDA that are trained by transformer models which 
have a larger architecture and training data (Gozalo-Bri-
zuela and Garrido-Merchán 2023). Conversational agents 
function in many domains, from personal daily assistants to 
conversational agents that assist in healthcare (Wahde and 
Virgolin 2022).  

Deliberation 
Deliberation can be defined in many ways but the descrip-
tion that we will use here is from Mansbridge et al. 2010, 
who define it as “communication that induces reflection on 
preferences, values, and interests in a non-coercive fashion” 
(p. 65). Our goal is to build a conversational agent that can 
aid in deliberative purposes for the value explication of de-
liberative participants. To build such an agent, we must an-
alyze deliberation. We start with deliberative democracy.  



 Deliberative democracy is focused on engaging citizens 
in democratic discussion rather than in isolated responses of 
individuals to survey questions (Dryzek et al. 2019). It looks 
at the way a collective of individuals can come together to 
reason and make decisions on policies that will affect them 
directly (Cohen 2007; Bächtiger et al. 2018). Early deliber-
ative democratic theorists, such as Jurgen Habermas, Joshua 
Cohen, and John Rawls portrayed it as an alternative to ex-
isting aggregative liberal democracy (Bächtiger et al. 2018). 
However, the field has received criticism from scholars such 
as Chantal Mouffe who have argued for a more pluralistic 
and open model of democracy. Mouffe argues that deliber-
ative democracy through its focus on rationality, prefers cer-
tain individuals over others thus reducing the amount of plu-
rality (Mouffe 2000). She argues that the theory also sees 
emotion as a negative element, while emotion is inherent to 
politics. Also, it focuses on consensus which contrasts with 
deliberation. Consensus attempts to close the discussion, 
while deliberation is inherently open-ended (Jezierska 
2019). While deliberative democracy avoids conflict 
Mouffe argues that conflict is essential and insists that de-
mocracy should strive to use conflicts as a manner to de-
velop new democratic designs (Mouffe 1999). Deliberative 
democracy has since early proponents seen new attempts to 
deal with its shortfalls. 
 Recently, more scholars have begun conceptualizing de-
liberative democracy without consensus (Chambers 2003). 
A focus on consensus can downplay pluralism in what mat-
ters to people and so the values of other stakeholders. The 
risks here are that if a discussion aims at reaching a consen-
sus, the focus can become one of conformity and partici-
pants can be excluded. So, consensus risks erasing the plu-
rality of values and matters of concern. Scholar I.M. Young 
states that traditional deliberation preferences impassioned, 
logical, and reasoned communication which often privileges 
male voices and voices of privileged groups (Young 1996). 
This goes against the goals of deliberation, namely equality 
and inclusion (Jezierska 2019). Mouffe states that with true 
pluralism of values, there will be an increase in conflict but 
that this is inherently better for understanding your fellow 
stakeholders and where they are coming from (Mouffe 
1999). Conflict can engender awareness of certain problems 
so it’s vital for stakeholder dialogue (Brand, Blok, and Ver-
weij 2020). Agreements will only be temporary, so conflict 
is necessary as new situations will produce new problems 
which will require new responses. Conflict can also be val-
uable in fighting power imbalances. Traditionally, delibera-
tive democrats will argue against revealing the self-interest 
of the stakeholders involved, however, in stakeholder dia-
logue, revealing the interest and position of the stakeholder 
can be informative and have an influence on the different 
positions that the stakeholders take (Brand, Blok, and Ver-
weij 2020). Self-interest is vital in deliberation because, 

without it, mutual understanding and respect between par-
ties can be prevented (Mansbridge 2006). Agonistic deliber-
ation allows for pluralism, emotion, and passion to enter the 
deliberative sphere. This is the version of deliberation that 
is conducive to the goal of stakeholders’ value reflection, 
and the one we aim to clarify further.  

Properties of Deliberation 
While above we have looked at deliberation from its differ-
ent theoretical positions, in this section we analyze some 
properties that lead to better and more successful delibera-
tion. While critics of Habermasian deliberation realize the 
necessity for updated theories, some norms such as civility, 
legitimacy of opponents in the deliberation, and justification 
of all the views being deliberated amongst the participants 
remain vital (Dryzek et al. 2019). Mutual justification of the 
views of the participants can be argued as a goal in deliber-
ation (Brand, Blok, and Verweij 2020). In this way, mutual 
justification can reveal participants’ views without necessi-
tating that the participants change their minds based on the 
views of their fellow participants. Advocates for agonistic 
deliberation also argue that this type of deliberation can play 
a vital role in developing values, without marginalizing cer-
tain groups due to power imbalances (Dahlberg 2007).  
 In conducting an inductive study of deliberation, Mans-
bridge et al. (2006) found that the free flow of speech which 
is honest and not restricted due to fear of retaliation is a vital 
property of deliberation (Mansbridge et al. 2006). Free flow 
of speech allows for space to challenge one another and for 
spaces of conflict. This brings together values of freedom, 
respect, dissent, and can provide dialogue that is more un-
derstandable due to the free flow of speech. Another prop-
erty is equality, which is determined by the inclusive nature 
of participation in discussion, self-facilitation and group 
control, and fair representation of views. And lastly, an im-
portant property is reason and emotional input (Mansbridge 
et al. 2006).  Facilitators of deliberations found that emo-
tion-layered deliberation leads to better elicitation of ideas 
rather than solely relying on facts (Mansbridge et al. 2006). 
A combination of the two motivates participants to work 
better together on tasks. From there, we can get a glimpse 
into the norms that we want to promote to reach our goal.  

Related Work 
The research done on conversational agents’ use in deliber-
ation is sparse. Nevertheless, chatbots have been used as 
moderators in deliberative discussions. Kim et al. (2021) 
used a chatbot to moderate discussions and found that the 
chatbot stimulated discussion and resulted in higher discus-
sion quality. This chatbot, however, like most deliberations 
was aimed towards consensus. The same is true for Shin et 



al. (2022) who designed a chatbot for consensus-building 
between various stakeholders. However, in the research, the 
stakeholders used the chatbot as a mediator through which 
to build consensus for co-design. There was no direct inter-
action between the stakeholders in the discussion.  
 Hadfi et al. (2021) developed an argumentative agent 
within an online deliberative space to analyze the way the 
agent could influence discussions among participants. The 
conversational agent was seen to increase the responsive-
ness of the participants and the ability to generate solutions 
to issues that were previously raised (Hadfi et al. 2021). The 
above examples present conversational agents that are 
working in deliberative settings; however, they work with 
the goal of consensus building. 

Theoretical Challenges 
As we design a conversational agent to assist in deliberative 
purposes that does not intend to pursue consensus and wel-
comes conflict and emotions; it is essential to recognize 
what the conversational agent will be doing in terms of as-
sisting. The conversational agent can replace or complement 
the facilitator. Our conversational agent is tasked with as-
sisting participants in value explication/reflection. This dif-
fers from the agents that have been discussed above which 
are geared towards consensus building as a goal. However, 
the agent could also support deliberation through reflection 
with each participant to explicate their values prior to delib-
eration which can then be adjusted during the deliberative 
process. There could also be an agent that could assist each 
participant in the deliberation. Another example could be 
the facilitation of the deliberation after a human facilitator 
has provided values to be deliberated.  
 As deliberation will take part among numerous differing 
stakeholders, the position of agonistic deliberation can be 
vital as conflict can better elicit values in a structured man-
ner (Mouffe 1999). It is necessary to create a conversational 
agent that can function while considering the properties of 
deliberative such as civility, free-flowing information, emo-
tion, mutual understanding, and equality. If the instrumental 
goal of deliberation is making progress on the task while the 
normative goal is one of non-domination, the conversational 
agent should be designed in such a manner that it allows 
these goals to thrive. Furthermore, it should also be designed 
to account for other norms, such as civility in the discussion 
and the promotion of free-flowing information. It can aim to 
do so by helping participants express their emotions so there 
may be mutual understanding. It is only from this position 
that we can design a conversational agent that will help our 
participants during deliberative processes to explicate val-
ues that are important to them. The agent will also be de-
signed in a value-sensitive design manner. In this way, we 

can take in broad stakeholder perspectives, look at the stake-
holders impacted, while also getting a broad analysis of the 
values that are vital throughout the interaction with the agent 
(Friedman, Kahn Jr., and Borning 2006).  

Technical Challenges 
Based on the analysis, there are several insights relevant to 
developing a conversational agent that promotes value re-
flection. Like conversational agents such as Siri, this con-
versational agent will be a task-oriented agent functioning 
in a closed domain (Jurafsky and Martin 2023). The goal of 
the agent is to assist users in the explication of their values 
during deliberative processes. Furthermore, as foreseen in-
teraction may be lengthy, the agent should be able to store 
information for extended periods of time. A long-short-term 
memory network (LSTM) can assist the agent to remember 
for the length of the deliberation and to pull information be-
tween distant periods in time (Hussain et al. 2019). A bidi-
rectional long-short term memory classifier can extract data 
from the deliberation related to values and can observe the 
overall content of the deliberation (Suzuki et al. 2020).   
 One important feature of deliberation is free-flowing 
speech. So, an agent should know when to jump into a con-
versation so they can process the recent utterances and re-
spond. This is endpoint detection which helps the agent rec-
ognize when the user is done speaking (Jurafsky and Martin 
2023). The agent should also solicit the views of individuals 
that are quieter than others in the deliberation as this can al-
low for more equality and diversity in the deliberation (Kim 
et al. 2021). To stimulate more emotionally laden delibera-
tion, the agent should have the ability to nudge certain users 
to be more expressive in presenting their values. As a person 
has responded, the agent recognizes a lack of emotional con-
tent, it can nudge the participant to delve deeper in their an-
swer, asking, “Why does [X name] feel this way?” (Kim et 
al. 2021). While this deliberative agent takes a different ap-
proach than traditional deliberations and other agents, 
through insights from prior agents, we hope to build an agent 
that can attain the goal of value explication.  

Conclusion 
In this paper, we analyzed the way to design a conversa-
tional agent for value explication. We proposed two re-
search questions that form the basis of our research on this 
topic. We examined the existing literature on conversational 
agents, deliberation, and deliberative conversational agents; 
before presenting some challenges that we may face with 
designing our own agent. We hope this research can provide 
insights for facilitating further research into deliberative 
conversational agents.  
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