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ABSTRACT 
In this paper, we introduce the idea of human-backed 
access technology, and outline the motivation for backing 
up the fragile automatic technology used in access 
technology with people. We argue that a better 
understanding of such technology and its interactions with 
users is needed, and list a number of potential areas in 
which it would be useful to have explicit guidelines to help 
direct design and facilitate discussion. Finally, we overview 
several of our projects in this space, and the research 
questions that we are trying to answer through them. 

INTRODUCTION 
The past few decades have seen the development of 
wonderful new computing technology that serves as sensors 
onto an inaccessible world for disabled people – as 
examples, optical character recognition (OCR) makes 
printed text available to blind people [6, 10], speech 
recognition makes spoken language available to deaf people 
[23, 24, 29], and way-finding systems help keep people 
with cognitive impairments on track [19, 20]. Despite 
advances, this technology remains both too prone to errors 
and too limited in the scope of problems it can reliably 
solve to address the problems faced by disabled people in 
their everyday lives [15, 16, 29, 30]. 

Some technology has made it out to people, but still has 
high error rates in real situations. For example, OCR seems 
like a solved problem until it fails to decipher the text on a 
road sign captured by a cell phone camera [21], object 
recognition works reasonably well until the camera is held 
by a blind person [5, 15, 25], and the laudable 99% 
accuracy reported by commercial automatic speech 
recognition systems [30] falls off precipitously on casual 
conversation or any time it hasn’t been trained for the 
speaker [29]. Even the automatic techniques used by the 
screen reading software to convey the contents of the 
computer screen to blind people are error-prone, unreliable, 
and, therefore, confusing [7, 8, 17], leading them to be used 
by only technically-savvy blind people [27]. When access 
technology is unreliable, it is abandoned [12, 13, 22]. 

Our work on human-backed access technology is about the 

idea that access technology tools (and intelligent user 
interfaces in general) would be more reliable and useful if 
human workers, volunteers, and friends could quickly back 
up fragile automatic techniques. This approach is directly 
inspired by how many disabled people already solve 
problems when their existing strategies fail: ask a friend for 
assistance [3, 15]. Unfortunately, someone isn’t always 
there to help and asking frequently can make one feel like a 
burden. Some paid expert services are available, such as 
captioning services, but they can be expensive and must be 
arranged in advance. Consequently, they are generally 
inappropriate for the few seconds of help required to fill in 
the gaps of existing technology. A blind participant in one 
of our studies said [15]: “I get so frustrated when I need 
sighted help and no one is there.” If access tools were 
backed up by always-available human-powered services, 
technology could be more reliable and more useful. 

The idea of backing up access technology with humans has 
been previously articulated [9, 11, 31, 32], but two recent 
trends have made it practical. First, mainstream mobile 
phones with low-latency, high-bandwidth connections and a 
wealth of sensors (camera, microphone, GPS, etc.) have 
become commonplace, obviating the need for special 
hardware and making communication on-the-go faster [28]. 
Second, marketplaces for small jobs like Mechanical Turk 
[32] and social networks like Facebook [2] and Twitter [1] 
have grown in popularity [18] providing large pools of 
potential workers already connected and available in nearly 
real-time [26]. To fully benefit from this approach, research 
is needed to better understand how user intelligence, 
artificial intelligence, and human computation can and 
should work together into interactive systems. 

VizWiz:  Our initial work in this area is encapsulated in a 
system called VizWiz [4].  Blind users of VizWiz are able 
to take a picture, speak a question, and have it answered by 
workers on Amazon’s Mechanical Turk quickly and 
cheaply. Our accompanying quikTurkit helps improve the 
response time of Mechanical Turk using several strategies, 
primarily by pre-queuing multiple workers in advance of 
receiving the question. We deployed this system to 11 blind 
people for one week, and used it as a way to understand 
better what blind people may want from their automatic 
technology. We also gained insight into how people may 
want to interact with systems employing interactive human 
computation.  For instance, once receiving an answer, many 
of our users wanted to ask follow-up questions to the 
answerer. 
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DESIGN IMPLICATIONS 
The design of interactive intelligent systems that include 
humans in the loop has thus far been primarily ad hoc. 
Although best practices are emerging from the point 
examples that have been developed, we do not yet have 
explicit design guidelines to assist people working in this 
space and do not have clearly-defined dimensions on which 
such systems can be evaluated and compared. The 
availability of such dimensions in the design of general user 
interfaces and in the design of intelligent user interfaces 
[14] has greatly facilitated discussion and driven innovation 
in these areas. The following are some of the inter-
connected areas in which we believe intelligent interactive 
systems with humans in the loop may differ from what has 
come before, along with questions we are trying to answer: 

• Privacy and Anonymity: 
When humans are included in the loop in interactive 
systems, how can an interface make privacy/anonymity 
guarantees to users, and how can the tradeoffs in these 
dimensions be transparently and understandably 
conveyed to users? 

• Latency: 
Different sources of human computation may have 
different expected latencies. How can systems reduce 
latency? What type of expected latencies are 
appropriate for different types of work?  How can 
systems help users understand and make decisions 
based on expected latencies of different sources of 
human computation? 

• Accuracy: 
Human computation can provide incorrect answers for 
a number of reasons, including workers 
misunderstanding the question, malicious workers, or 
underspecified questions. How should systems attempt 
to ensure accurate answers and help convey good 
estimates of answer quality to users? 

• Feedback to Users: 
Providing feedback to users about the human 
computation is that occurring on their behalf is critical 
for them to make informed decisions. What 
information do users want or need? How can systems 
be created to provide this necessary information? 

• Sources of Computation: 
Users will increasingly face the challenge of deciding 
between new sources of human computation and 
artificial intelligence.  These sources may differ in 
terms of cost, availability, and along most of the 
qualities listed above (e.g. latency, accuracy, privacy, 
etc).  How should systems convey to users the tradeoffs 
between the different sources of computation currently 
available to them? 

• Worker Interface: 
Many of the areas just described are dependent on the 
work interface.  For instance, the design of the worker 
interface may lead workers to respond more quickly or 
more slowly. The interface may reveal more private 

information about the user who submitted the work, or 
encourage accurate answers. If workers are part of an 
interactive system, what responsibility do they have for 
the side effects of their work (e.g. giving a disabled 
user feedback that causes them harm)?  How can the 
interface convey to the worker the potential side effects 
of their answers (and potentially their culpability)? 

CURRENT PROJECTS 
We are exploring these issues within the context of the 
following interactive systems that we have created that 
incorporate human computation and artificial intelligence: 

VizWiz Social 
VizWiz Social extends VizWiz to new sources of human 
answers, and has the goal of exploring many of the issues 
outlined in the last section in a real setting.  It allows blind 
users to easily send video questions to Mechanical Turk, 
Facebook, Twitter, and to contacts over email. We are 
currently conducting a longitudinal study with VizWiz 
Social in order to (i) better understand the tradeoffs that 
people make when choosing sources for answers, (ii) 
quantify observable differences between these sources (e.g. 
latency, accuracy), and (iii) investigate different methods of 
feedback to help users make more informed choices. 

VizWiz::LocateIt 
VizWiz::Locate it is a project designed to help blind people 
locate objects in their field of view (e.g. a cereal box on a 
grocery store shelf, or a particular CD from within a large 
collection). Users first take an overview picture of the area 
and speak the name of item they are interested in finding 
(e.g. “wheaties”). Both the picture and sound file are sent to 
Mechanical Turk where workers are asked to outline the 
item in the photograph (a very difficult task to do 
automatically in general). Computer vision descriptors are 
generated from the outline and sent to the client device, 
which uses them to generate audio guidance to help users 
find their requested item. 

This project explores the tight integration of artificial 
intelligence and human computation, in which human 
computation is used to solve problems that artificial 
intelligence cannot yet do. 

Monocle 
Monocle is an application for the iPhone that lets blind 
users take a picture and hear text in the photograph read out 
loud. OCR software running on the iPhone makes a first 
pass at deciphering the text in the photograph, but either the 
user or the program may choose to send pieces of the photo 
off to humans on Mechnical Turk for description. With this 
project, we are exploring the ability of users to mediate 
between automatic and human computation. 

JEFFREY P. BIGHAM’S BIO 
Jeffrey is interested in applying real-time human 
computation to make intelligent user interfaces more useful 
and rethinking access technology to make it more available, 
affordable, and usable for people with disabilities. He 



received his B.S.E degree in Computer Science from 
Princeton University in 2003. Starting in fall 2003, he 
attended the University of Washington, where he worked 
with Richard E. Ladner as part of the WebInSight research 
group. He received his Ph.D. in 2009  in Computer Science 
and Engineering from the University of Washington, and 
began as an Assistant Professor of Computer Science at the 
University of Rochester later that year. 

CONCLUSION 
Intelligent technology can be made more useful in the 
everyday lives of people if it is backed by human services. 
Creating effective interactive systems that use both human 
and artificial intelligence requires a greater understanding 
of this type of interface along a number of dimensions, 
some of which we have outlined here. Although we believe 
this type of interactive system is particularly well-suited for 
the domain of access technology, most intelligent user 
interfaces would be more reliable and more useful in our 
everyday lives if they were backed up by humans. 
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