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ABSTRACT
Robots require a broad range of interaction skills in order
to work effectively alongside humans. They must have the
ability to detect and recognize the actions and intentions of
a person, produce functionally valid and situationally ap-
propriate actions, and engage in social interactions through
physical cues and dialog. However, social interactions with
one of today’s robots will quickly become one-sided and
repetitive, even after just a few minutes due to its shallow
depth of knowledge and experience. This problem exposes
weaknesses in the underlying traditional approaches that aim
to pre-code responses to a limited number of inputs. We
propose the use of crowdsourcing as a tool for the develop-
ment of social robots that allow for rich, diverse and nat-
ural human-robot interaction. To enable crowdsourcing at a
massive scale, we describe a newly implemented system that
uses online virtual agents to collect data and then leverages
the resulting corpus to train our robot behavior system for
use on a real world task.
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INTRODUCTION
Socially situated agents typically demand an incredible amount
of information for a sufficiently impressive and useful inter-
action from the humans perspective. Robotic social agent
research has revealed a number of important topics that re-
quire data driven approaches. Implementation of these so-
cial interaction techniques rely more on design than science:
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transparency, contingency, saliency, group dynamics, moti-
vation, and turntaking have not fully been understood but
have many adaptations; while other interaction subsystems
can leverage domains with support from larger communities
in AI and perception: language processing, perception, navi-
gation, and group dynamics. Understanding these new com-
plex, contextual interactions may could utilize large amounts
of data. Unfortunately all of these domains are highly inter-
connected and may require them all to be trained simultane-
ously to correlate information between these domains.

Learned constructivist approaches toward artificial intelli-
gence is nothing new. Drescher [5] explored this work in de-
tail regarding virtual agents, and related work in robotics [3]
has mirrored this approach with physical agents and makes
similar arguments regarding long term constructivist approaches
toward the AI demands of socially intelligent agents. To
build large corpora of data, the robotics community has been
struck by a predicament; how do we teach a robot from “in-
fancy” to “adulthood”? We are interested in pushing the
community to deliver more complex, interrelated data to train
robots in the real world, in effect accelerating the develop-
ment of a robot’s cognitive architecture.

We introduce and discuss the merits of our newly imple-
mented system that uses online games to crowdsource so-
cial interactions for physical systems. Our preliminary re-
sults are promising and we’re hoping that the Human Robot
Interaction community will benefit from utilizing our data,
which we intend to release to the public, to train new inno-
vative models of behavior.

LOOK TO CROWDSOURCING
Crowdsourcing offers an answer to our problems. Teaching
and training a robot from scratch demands a corpus larger
and more complex than can be gathered in small incremen-
tal interactions. Moreover, crowdsourcing can be far more
variable in content and context. Our hypothesis is that by
leveraging the wisdom of the crowds, we can begin to train
our robots to produce deeper interactions with humans. Os-
entoski et. al. [10] has already begun using closed loop
control and maze-solving with crowds in the loop and has
shown positive results.

Human Robot Interaction with humanoid robots is a brand
of robotics that demands that the robots satisfy all of the ex-
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pectations that science fiction has set forth. Some of these
demands include a proficiency with dialog or language in
general, a theory of mind, an ability to perform tasks; an
ability to be autonomous in new situations; an ability to learn
from these new experiences; and some would say an ability
to understand, recognize and show emotion which is some-
times framed as a prerequisite to interesting dialog and inter-
action. While this is not the place to debate the intricacies of
such interaction decisions, this can be seen as a subset of just
some of the more in demand and critical pieces of sufficient
interaction design.

Crowdsourcing may offer a great way of gathering much
needed datasets that are needed to train our models for inter-
esting behavior. Our previous work [2] offers a glimpse of
what we intend to do with crowdsourcing but we believe we
can do more and leverage the crowds to produce even more
knowledgeable robots. We believe that human-robot inter-
action can benefit from leveraging crowds to obtain training
data for following topics: kinematics, labeling, language,
skill acquisition, and behavior design.

Kinematics
Kinematics is an area that has already had success. Sorokin
et. al. [11] have used crowds to source information on how
to grasp objects by utilizing camera or depth information and
the aid of human collaborators to triangulate a mesh and de-
termine the best way to grasp such an object. Complex tool
use also demands that object kinematics be known. Learned
tool use has been explored in previous work by Katz et. al.
[4]. The dynamics of new tools are complex and may de-
mand the help of humans to determine points of articulation
that could be useful for robots in the real world.

Labeling
Symbol-grounding is an important step in language acquisi-
tion. Simply knowing the name of objects without building
the behavior required to interact with a human is a giant step.
Simply labeling the objects that are reconstructed using stan-
dard and depth (RGBD) cameras would aid in simple object
based interaction between a robot and a human. Sorokin
[7] has already leveraged standard cameras to dynamically
augment the known database of objects using human online
collaborators in real time.

Language acquisition
Apart from classification and grounding, language acquisi-
tion in general can benefit from a more complex corpus. Di-
alog and group discussions within contextual tasks are usu-
ally limited to a relatively small number of topics. We argue
that these small number of topics can be covered within a
large number of small interactions between players in a vir-
tual space. These observed discussions can be used to train
speech recognition systems to cover potential contextual dis-
cussions, as well as capturing non verbal cues to mimic that
may be absent from prototypical language learning data cor-
pora.

Skill acquisition

Task learning is sometimes viewed as the primary role of
robots. While there are many ways to design a robot, most
robots are built around performing a single task and others
are built generically to perform or be trained to perform a
small number of tasks. These more general robots can be
more flexible if they have the ability to acquire new skills
on demand through robot learning and planning. Goal ori-
ented skill-acquisition taxonomies can be seen as a naturally
hierarchical and structured. This has led to scaffolded ap-
proaches to robot skill acquisition but are typically prepro-
grammed with the basic skills required to learn a small num-
ber of tasks. Experiments on skill acquisition over long-term
interactions and the basic skills demanded of more com-
plex scaffolded tasks needs to be explored. We believe that
crowdsourcing offers a unique opportunity to learn, struc-
ture and scaffold more complex goal oriented skills that can-
not be reasonably taught to a robot directly. Crowdsourcing
may provide a more canonical approach to bootstrapping the
robot for basic skills before passing the robot into new envi-
ronments. This topic is not new but is important to note in
the context of the position.

Behavior Design
Non-verbal communication is a major concern for human
robot interaction. Gesticulation, attention mechanisms, point-
ing, disposition and other such psychologically inspired be-
haviors become increasingly important for natural interac-
tion [6, 1]. Models of these behaviors have been described
in philosophical literature but these models lack algorithmic
grounding. For example, saliency and focus are known fac-
tors in attention but what to pay attention to and in what
context are not as easily known. Crowd sourcing offers a
mechanism, we believe, to give us insight into what con-
stitutes natural behaviors. By posing different contextual
scenarios, virtual agents can illuminate how to naturally use
these mechanisms.

CROWDSOURCING SOCIAL BEHAVIORS USING
ONLINE GAMES
In our current work, we are exploring the use of online games
as a means of generating large-scale data corpora for human-
robot interaction research. We present a system in which ac-
tion and dialog models for a collaborative task involving a
person and a robot are learned based on a reproduction of
the task in an online multiplayer game. Similar to projects

(a) (b)

Figure 1. (a) A screenshot of the Mars Escape game showing the action
menu and dialog between the players. (b) A picture of the Mars Escape
environment recreated in the real world.
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such as Games with a Purpose [13] and the ESP Game [12],
our goal is to make work fun in order to harness the com-
putational power of Internet users. Our work is inspired by
the Restaurant Game project [8, 9], in which data collected
from thousands of players in an online game is used to ac-
quire contextualized models of language and behavior for
automated agents engaged in collaborative activities.

The goal of our research is to enable a robot to perform a col-
laborative task with a human by leveraging a corpus of ex-
ample interactions collected in an online game. For testing,
we have selected a general search and retrieval task in which
the robot and human must work together to collect multi-
ple objects. The task has no strictly assigned social roles,
however, the domain is developed to encourage collabora-
tive behaviors such as action synchronization, sequencing
and dialog.

Data Collection
We collect data using a custom-made online two-player game
called Mars Escape. The game records the actions and dia-
log of two players as they take on the roles of a robot and an
astronaut performing a collaborative task on Mars. During
the game, the players are able to navigate in the environ-
ment, manipulate objects using a number of predetermined
actions (e.g., look at and pick up) and communicate with
each other through in-game text-based chat (see Figure 1(a)).
At the completion of the game, the players are given indi-
vidual scores based on the number of items collected and
the time required to complete the mission. Players are also
asked to complete a survey evaluating their gaming experi-
ence and the performance of their partner. Players are asked
to rate how much they enjoyed working with the other per-
son, as well as to speculate on whether the other character
was controlled by a person or an AI.

Data Analysis
During the first three months of the release of the game we
captured data from over 500 two-player games. We utilize
this data to develop action and dialog models for the robot
character. In our analysis, we are interested in identifying
sequences of behaviors that represent typical player behav-
ior.

To model what a “typical” interaction might look like, we
utilize the Plan Network representation developed by Orkin
and Roy for the Restaurant Game [8]. A Plan Network is
a statistical model that encodes context-sensitive expected
patterns of behavior and language. Given a large corpus of
data, a Plan Network provides a mechanism for analyzing
action ordering and for visualizing the graphical structure of
action sequences.

Figure 2(a) shows the full graph of all action transitions recorded
for the robot player. The graph is so complex, that it is im-
possible to extract much meaningful information from its
representation. However, crowdsourcing enables us to look
at this data in the context of a large population and to elim-
inate behavior sequences that were taken only by a few in-
dividuals (have a low likelihood) and can therefore be as-

sumed to be anomalous or unusual (for example, attempting
to climb furniture). Figure 2(b) presents the graph in which
all transitions that were observed in less than 2% of logs are
eliminated. The graph is significantly simpler than the full
Plan Network, highlighting the power of crowdsourcing this
kind of data. While many players choose to deviate from
the norm at some point in their gaming experience, aberrant
interactions wash away statistically when compared to the
larger number of examples of typical behavior.

Finally, Figure 3 shows a Wordle1 representing the diversity
of dialog phrases used in player interaction. The size of the
font reflects the frequency with which that phrase occurs.
The diversity and size of this space far surpasses that of most
pre-coded dialog systems for human-robot interaction. This
database can be used by the robot both as a reference to look
up the input received from the human, as well as to generate
spoken output.

Evaluation using a Physical Robot
In the final phase of this project, we are evaluating the ac-
tion and dialog models learned from the crowdsourced data
corpus in a real-world variant of the Mars Escape task. Eval-
uation is being performed at the Boston Museum of Science,
where museum visitors are recruited to perform the task in
collaboration with our autonomous MDS robot Nexi (Fig-
ure 1(b)). The MDS robot platform combines a mobile base
with a socially expressive face and two dexterous hands that
provide the capability to grasp and lift objects. The robot
is equipped with a biologically-inspired vision system that
supports animate vision for shared attention to visually com-
municate the robot’s intentions to human observers.

CONCLUSION
By leveraging large corpora of various crowdsourced data,
we believe that Human Robot Interaction will become more
data driven, will become more rigorous in its approach to
scaffolding interesting behaviors and may aid in comparing
interactions by utilizing shared corpora of data. By opening
up interactions sourced from crowds from various simula-
tions, various models can be trained to bootstrap the primary
robotic architecture that will be used as a baseline for fur-
ther learning by demonstration techniques. We are encour-
aged by the success of others and the potential success of
our own experiment and are optimistic about the future of
crowdsourced data to train our models and to help direct the
field to build metrics that may be useful in benchmarking our
findings against one another.
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Figure 2. a) Part of a Plan Network visualizing typical behavior for the astronaut role across 350 games. b) The same Plan Network in which all
transitions occurring in fewer than 2% of the logs have been omitted.

Figure 3. A Wordle representing the most commonly observed phrases, as well as the diversity of inputs.
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